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Abstract 

The proposed bin-picking method combines object 
recognition with path planning. To avoid conflicts 
between the assumptions of the elemental techniques 
needed for bin-picking, object recognition i s  combined 
with path planning by using environmental informa- 
tion. To achieve this combination, a Hough transform, 
which records the model-to-image matches in a Hough 
space, is used to estimate the pose. The matches rep- 
resent the arrangement of the objects, so they can be 
regaded as environmental information for path plan- 
ning. To reduce the number of recognition errors and 
the object-detection time, a pair of object features that 
reduces the number of invalid votes in the Hough space 
is used for the Hough transform. Simulated path plan- 
ning showed that using a Hough space to  represent 
the environmental information improves the ability to 
plan a safe path for the manipulator. Simulated object 
recognition showed that using a pair of features makes 
the process faster and reduces the number of invalid 
votes. The pose estimation and safe path planning 
ability were confirmed by an ezperiment on casting ob- 
jects using a range finder and a robot. 

1 Introduction 

We are developing an automated method for bin- 
picking that combines object recognition with path 
planning. “Bin-picking” means to pick an object from 
a large number of similarly shaped objects. It is used 
to supply parts to the production line of a factory. 
Although there has been a strong demand for a tech- 
nique to automate bin-picking in the industrial field, 

such a technique has not been fully developed yet. 
The delay in the automation of bin-picking is due 

to two problems. Automated bin-picking needs sev- 
eral elemental techniques, including object recogni- 
tion, path planning for the robot to grasp the part, and 
modeling of the part. However, while much research 
has been done on these elemental techniques, not all of 
them are suitable for bin-picking. The other problem 
is that simply combining these elemental techniques is 
not sufficient for bin-picking. 

The suitability problem is related to the assump 
tions of the elemental techniques. An example suit- 
ability problem is path planning for a manipulator 
by using environmental information. Many studies 
have focused on how to express the environmental 
information to achieve safe and fast path planning. 
One well-known approach to creating environmental 
information is to use a configuration space[l]. Other 
approaches use algebraic equations to represent the 
boundaries of obstacles in order to represent the free 
space[2], or a heuristic potential field that gives ob- 
stacles a high potential. Many studies have looked 
at  planning a path for a robot having many degrees 
of freedom. Kondo[3] proposed using hierarchical cell 
decomposition for planning the paths of robots hav- 
ing six degrees of freedom. However, he assumed that 
exact environmental information was known although 
such information cannot be obtained due to sensor er- 
rors and blind spots. 

The combining problem is related to incompatibil- 
ity between the input and output of the elemental 
techniques. An example combining problem is com- 
bining object recognition with path planning. From 
the object-recognition side, many studies have focused 
on recognizing partially visible objects. Bolles et al.[4] 

0-7803-4465-0/98 $10.00 0 1998 IEEE 1222 

Authorized licensed use limited to: UNIVERSIDADE DE AVEIRO. Downloaded on March 10,2010 at 06:51:21 EST from IEEE Xplore.  Restrictions apply. 



presented a technique for recognizing partially visible 
industrial parts in a bin by using range and intensity 
information. They modeled the workpiece as a small 
number of local surface features that are helpful in 
distinguishing individual parts, and developed a for- 
mula for determining an object’s location from these 
features. They verified their formula by using an ob- 
ject model. More sophisticated approaches (e.g., [5] 
and [6])  attempt to recognize partially visible objects 
by using local features, making it possible to recog- 
nize complex-shaped objects from partial information. 
However, these techniques recognize only a few ob- 
jects, while path planning needs the arrangement of 
objects around the target object. 

In addition, several works have focused on bin- 
picking. Horn and Ikeuchi[7] used binocular vision 
to determine the grasp configuration of the manipu- 
lator used to pick the object. Dessimoz et al.[8] pro- 
posed a model for determining which shape to grasp. 
Wang et al.[9] proposed a model-based vision system 
for picking up twisted tubes from a bin by using a 
3-D structured light to detect the graspable segments 
of the tubes. The robot places the grasped tube on 
a bottom-lit table and determines its pose by using 
monochrome vision. Because these approaches use an 
end-effector, which is suitable for objects that require 
skillful grasping, and because the shapes of the objects 
are limited, they make the bin-picking problem easier 
than the general state. 

For bin-picking of general objects, we must con- 
sider combining two or more techniques, such as ob- 
ject modeling, object recognition, and path planning. 
We propose a method that combines object recogni- 
tion and path planning. The key to connecting object 
recognition with path planning is environmental infor- 
mation. Because obtaining complete environmental 
information is difficult , we define “uncertain areas” , 
enabling us to identify a safe path based on environ- 
mental information that is incomplete and that may 
contain errors. To acquire information about the un- 
certain areas, we use a generaliaed Hough transform 
for object recognition. 

A generalized Hough transform constructs a “max- 
imum likelihood” estimate by using the Hough space- 
clustering technique[lO]. It can calculate any arbitrary 
set of parameters (position, orientation, scale) for any 
shape 2-D object. Krishnapuram and Casasent[ll] 
proposed a Hough transform that uses a range image 
to determine the position and orientation of objects. 
They use planes to determine the position and orien- 
tation of each object. To extract the planes, they ex- 
tended the two-dimensional straight-line Hough trans- 

form into a three-dimensional plane in the range im- 
age. Hu[12] proposed usiing 3-D vectors to calculate 
the pose of an object. He added an extra vector to the 
3-D edge object model. The model-to-image matches 
are calculated using this extra vector and a vector ex- 
tracted from the object iimage. Only three pose pa- 
rameters are estimated to reduce the amount of mem- 
ory needed. 

When these approaches are used to recognize only 
one object, the invalid votes are usually spread out, so 
they do not cause a recognition error. However, when 
they are used to recognize many similarly shaped ob- 
jects, the invalid votes can create several peaks, which 
cause recognition errors. To reduce the number of 
recognition errors and the object-detection time, we 
need to reduce the number of invalid votes. We do 
this by using a Hough transform based on pairs of 
local object features. 

2 Modeling 

Bin-picking includes both object recognition and 
path planning for the manipulator. Object models 
for object recognition exlpress the shape of the object 
in detail, so that the poisition and orientation of the 
object can be calculated accurately. Object models 
for path planning express the space that the object 
occupies, so that potentiid collisions with the manipu- 
lator can be detected quickly. These differences make 
it difficult to define one object model that can handle 
both processes. We thus use two models - one for 
object recognition, and lone for path planning - for 
bin-picking (Fig. 1). 

Object 
-m,!, LOC~I geometric 

Figure 1: Object models. 

Simple local geometric features of the object are 
used as the model for object recognition because ob- 
ject models that contain many local features of an ob- 
ject make it possible to detect an object from only a 
partial view. To make the object model usable for var- 
ious industrial parts and to reduce the pre-processing 
time, simple geometric features in range image, such 
as Aat or curved surfaces are used as the local features. 
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In our simulation and evaluation we used planes; each 
plane was defined by an equation and by the coordi- 
nates of the vertices of a rectangle covering the plane. 

A boundary box was used as the object model for 
path planning. Object models that cover the whole 
object are faster, but sometimes give incorrect results. 
However, this can be overcome by adding a check step 
using a detailed object model. To reduce the process- 
ing time, we use a boundary box that covers the whole 
object. 

3 Flow of information 

The flow of information that we propose for bin- 
picking is shown in Fig. 2. Object recognition iden- 
tifies both detected and possible objects. The envi- 
ronmental information is then created by using the 
information about both types of objects. This envi- 
ronmental information and the position and orienta- 
tion of the detected objects are transferred to path 
planning process. Path planning identifies the target 
object and creates the robot path. The key is that 
the environmental information consists not only of in- 
formation about the detected objects, but also about 
the possible objects. By taking the undetected objects 
into consideration, the path of the robot is made safer. 

I (Environmental information 1 

c5 Picking 

Figure 2: Flow of information. 

4 Object Recognition 

In bin-picking, object recognition has two roles. 
One is to determine the pose and orientation of the 

robot needed to grasp the target object. This role is 
equal to identifying the target object among the de- 
tected objects when the grasping points are known. 
The other role is to make environmental information 
which is used to avoid collisions in the manipulator 
path planning. Environmental information containing 
only the detected objects is not sufficient for safe path 
planning because it does not help to avoid collisions 
with undetected objects. We therefore use the gener- 
a h e d  Hough transform to add undetected objects to 
the environmental information. 

The generalized Hough transform stores all possi- 
ble model-to-image matches, i.e., it creates parameter 
sets of objects as votes in a Hough space. The votes 
for objects that are easier to  see create high peaks 
while the votes for objects that are more difficult to 
see create low peaks. Therefore, the height of each 
peak in the Hough space is an index of the probabil- 
ity of an object actually existing at  the corresponding 
location. Therefore, a Hough space can be regarded 
as the configuration of objects in a workspace and as 
a distribution map of probable existence. 

Moreover, the generalized Hough transform is use- 
ful for bin-picking. It does not require that the object 
features be grouped into separate objects beforehand. 
In bin-picking there are many identical objects in each 
bin, so distinguishing one object from another is dif- 
ficult. I t  is robust because it adopts the majority for 
estimation. Also, it can locate several objects simulta- 
neously, which is useful for determining which object 
to grasp, i.e., selecting the object that is the easiest to 
grasp. 

However, a Hough transform has three problems. 
One is that it needs a lot of memory for the Hough 
space due to the dimensions of the parameter sets to be 
detected. Another is that it is time consuming because 
it uses majority decision making. And third, is that 
it may result in recognition errors due to invalid votes 
when there are many similarly shaped objects in a 
workspace. The first problem can be avoided if only a 
few parameters are detected by the Hough transform, 
as done by Hu[12]. The effect of the other problems 
can be reduced by decreasing the number of invalid 
votes. 

To detect only a few parameters with the Hough 
transform, we divided six parameters into two inde- 
pendent parameter sets - three for position and three 
for orientation. To reduce the number of invalid votes, 
we use features that can determine a finite number of 
parameter sets composed of three pose parameters. 
Using these features limits the number of possible ori- 
entations, so each vote is represented by a dot, rather 
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than by a line in our Hough space. Not only does 
this reduce the number of votes, it also reduces the 
amount of calculation. Using the Hough transform 
with a set of local geometric features to estimate the 
pose enables objects to be recognized faster with a 
reasonable amount of memory. 

To restrict the orientation of an object by using 
simple geometric features such as planes and curved 
surfaces that are a part of a cylinder, we use a combi- 
nation of them. Because the normal vector of a plane 
or the axis direction of a cylinder restricts the orien- 
tation freedom to one degree, their combinations are 
sufficient to restrict the object pose. We compare each 
combination of features extracted from the range im- 
age with the object model, and if the combination 
matches the model, it is assumed to be that of one ob- 
ject. The object's orientation is then calculated using 
a pair of feature vectors. 

In summary, as shown in Fig. 3, we first extract all 
features from the range image. After calculating the 
vector for each feature, all two-feature combinations 
are compared to the object model. The matching 
combinations are assumed to represent objects, and 
the orientations of these objects are calculated using 
the normal vectors or axes; a vote is then recorded 
in the Hough space. Non-matching combinations are 
regarded as features of different objects and are dis- 
carded. After all combinations are compared, the 
peaks in the Hough space are searched for, and the 
parameter sets of each peak are obtained. These sets 
represent the possible orientations of the objects. The 
model to feature matches from two votes in one peak 
are used to calculate the possible position of object. 
To distinguish the objects having the same orienta- 
tion, clustering of the position parameter sets was used 
to estimate the position of the objects. 

5 Combining object recognition with 
path planning 

Our approach focuses on combining the elemen- 
tal processes that compose bin-picking. This requires 
transferring information from one process to another, 
for example, passing the environmental information 
obtained in object recognition to path planning. By 
combining object recognition with path planning, mo- 
tion of the manipulator is made safer because the areas 
having uncertainty in the environmental information 
are identified explicitly. 

One technique for making uncertain areas in the 
environmental information is to add a uniform "safety 

Figure 3: Process flow for calculationg object orienta- 
tion. 

margin" around each object in the workspace[l3]. 
However, the information obtained by object recog- 
nition is limited to that for the detected objects, and 
the missing information concerning undetected objects 
cannot be compensated for. Our approach aims to 
identify all risky spaces caused by undetected objects. 
To identify these uncertain areas, all possible objects 
are added to the environimental information. To cal- 
culate both detected and possible objects, the Hough 
space is used. 

As described in Sec. 4, the Hough space stores 
all possible orientations as determined by the var- 
ious combinations of extracted local geometric fea- 
tures. The height of each peak represents the prob- 
ability that there is an object having that parameter 
set. The probability of each peak is used to distinguish 
between reliable areas amid uncertain areas when cre- 
ating the environmental information. High peaks are 
used to identify the detected objects, and low peaks 
are used to identify the possible objects. 

Both detected and possible objects are expressed 
as boundary boxes in this environmental information. 
The boundary boxes repiresenting the high peaks indi- 
cate reliable areas, and tlhe boundary boxes represent- 
ing the low peaks indicate uncertain areas. 

However, many low peaks due to voting errors can 
appear in a Hough space. To distinguish low peaks 
representing objects froim these error peaks, the po- 
sition given by each vote for each peak is checked for 
conflict. There is little 01: no conflict between the votes 
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for a low peak representing an object, while there is 
much conflict between the votes for a peak due to vot- 
ing errors. After identifying the valid low peaks, the 
possible objects are calculated. 

To calculate the possible objects, we first determine 
the orientation of each possible object represented by 
a low peak. Because each vote in the Hough space 
represents the correspondence of two extracted planes 
to two planes described in the local geometric model, 
each vote restricts the corresponding object to be 10- 
cated parallel to the intersection of the two planes. 
This means that each vote in the Hough space lim- 
its the positional freedom to one degree. Next, the 
extracted planes are compared with the rectangles de- 
scribed in the object models. This process restricts 
the uncertainty about where each object is located. 
Finally, we make set of representative positions at the 
same interval within the restriction of the object posi- 
tion along the a x i s  of positional freedom. The possible 
objects indicated by each low peak are the objects that 
have the correct orientation and a corresponding set 
of representative positions. 

For a safe path planning, we assumed that there are 
objects not only represented by the detected objects, 
but also represented by the possible objects. By this 
way, the manipulator can avoid the collision against 
undetected objects. 

6 Path planning 

Planning the path of a manipulator usually requires 
two processes. One is compiling a list of the detected 
objects that is used to select the target object. This 
list ranks the detected objects in order of their grasp- 
ing feasibility. It is used to identify a candidate target 
object to grasp. The other is planning and verifying 
the ability of the manipulator to grasp the candidate 
target object. If the ability is verified, the candidate 
target object becomes the selected target object. 

To determine the object rankings, the area around 
each object, their pose, and their position relative to 
the robot should be considered. However, the impor- 
tance of these factors changes when the objects, the 
robot, or the arrangement of the bin-picking system 
changes, so a general method for making the list would 
be difficult to create. We therefore use a simple heuris- 
tic. The ranking is based on which detected object is 
closest ot the top of the bin. 

To plan the grasping motion of the manipula- 
tor, a process to search €or a safe path is needed. 
However, searching path for a robot having six de- 
grees of freedom requires searching in six-dimensional 

space. Searching in high-dimensional-space is time- 
consuming, and the identification of a safe path is not 
guaranteed. Therefore, we restrict the manipulator to 
move in a straight line and to maintain the same ori- 
entation while grasping an object. Under these condi- 
tions, the object orientation and position are sufficient 
for determining the path of the manipulator. 

Although these limitations mean that some objects 
having a feasible configuration for being grasped may 
be judged to have an unfeasible configuration, our ob- 
jective is not to  propose a new method for path plan- 
ning, but to combine the elemental processes into a 
complete bin-picking process. 

7 Simulation 

We simulated basic object-recognition to evaluate 
the performance of our method. The object we used 
is shown in Fig. 4. All of its planes, except the base 
plane, were used as local geometric features for object 
detection. The input arrangement is shown in Fig. 
5 ;  boundary boxes are used to represent the config- 
uration of each object. We placed 20 objects in the 
workspace. Self hiding was considered, but mutual 
hiding was not, i.e., every object was at  least partially 
visible. In our simulation, 97 planes were seen and 
used as features for object recognition. 

Figure 4: Object used in Figure 5: Input arrange- 
simulation. ment for simulation. 

The corresponding votes made in a Hough space 
are shown in Fig. 6,  where each axis represents the 
rotation of the objects around their own axes (see Fig. 
4). The size of each cube in the space represents the 
number of votes for that parameter set. The total 
number of two-features combinations from 97 features 
is &2. Although this is a large number, we reduced 
the number of invalid votes by matching each pair of 
features to the object model. This reduced the number 
of votes in the Hough space to only 608, i.e., 13% of 
97C2. Because this process retains the valid votes, it 
also reduces the number of errors in recognition and 
speeds up the recognition process. 

When the threshold for peak extraction was set 
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to five, 12 of the 20 objects were detected correctly. 
Three of the undetected objects formed low peaks in 
the Hough space, and the others were hard to detect 
due to self hiding. 

Figure 6: Votes for each object in a Hough space. 

The time needed to calculate the orientations and 
positions of all the objects from the vectors of the 
local geometric features was about two seconds using 
an SGI Indy workstation, with a 200-MHz processor 
and 64MB RAM. 

We also evaluated the combination of object recog- 
nition and path planning. The heuristics for grasp- 
ing objects automatically were “the manipulator ap- 
proaches the objects from above” and “the manipula- 
tor grasps the top object.” This means that the grasp 
ing path was predefined within the global geometric 
model. Differences in environmental information thus 
affected the grasping decision. 

When the environmental information was com- 
pletely known (Fig. 7), the target object was cor- 
rectly selected and grasped. Figure 8 shows the result 
when the environmental information came only from 
the detected objects. The white boundary boxes rep- 
resent detected objects and the gray boundary box 
represents an undetected object. A lack of informa- 
tion caused incorrect grasping; motion to the target 
object was blocked by an undetected obstacle. Figure 
9 shows the result of our approach, which uses infor- 
mation from both detected objects and identification 
of other possible objects. The gray boundary boxes 
show the other possible objects. Although we could 
have used a global geometric model for these uncer- 
tain objects, we used discrete geometric models for 
expediency. Because we also included the uncertain 
objects, the problem shown in Fig. 8 was overcome, 
and the correct object was grasped. 

Figure 8: Result when en- 
Figure 7: Result when envi- vironmental information 
ronmental information was came from detected ob- 
completely known. jects only. (The gray box 

represents an undetected 
object .) 

Figure 9: Result when environmental information 
came from detected objects (white boxes) and iden- 
tification of other possible objects (gray boxes). 

8 Experiment 

We performed a basic bin-picking experiment using 
the casting object shown in Fig. 10. Though casting 
objects are used in industrial field, it is difficult to rec- 
ognize them because they have construction error and 
burr. Moreover, their metal like surface are difficult 
to measure accurately bly vision sensors. 

The system shown iin Fig. 11. A range finder 
(PULSTEC:TDS-1500) was set opposite to a robot 
(YASKAWA:Motoman) with a parallel-jaw gripper. 
Fourteen planes on the object were used as local geo- 
metric features for object recognition. The two ends of 
the large cylinder shape were chosen for the grasping 
points. 

A range image showing the arrangement of the 
three objects used in the experiment is shown in Fig. 
12. Object 1 and 2 wexe partially hidden, but object 
3 was hidden from the itange finder because it was be- 
low the other objects. Object l was above object 2, 
so it was assumed to be easier to grasp than object 
2. However, moving the manipulator to grasp object 
1 was not feasible because it would collide with object 
3. Object 3 could not he detected because it was hid- 
den so the collisions cannot always be detected when 
the environmental infoirmation comes only from infor- 
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the environmental information comes only from infor- 
mation about the detected objects. 

Figure 10: Object used in 
experiment. Figure 11: System used 

for experiment. 

Figure 12: Input arrange- Figure 13: Extracted 
ment for experiment. planes. 

Figure 13 shows the planes extracted from the range 
image. Although the range image had noise, 37 planes 
could be extracted because simple geometric features, 
such as a plane, are generally extracted robustly. The 
votes corresponding to the arrangement in Fig. 12 
in a Hough space are shown in Fig. 14. There were 
3875 votes, which is about 3% of the maximum num- 
ber of votes, i.e., 37Ca xi4 C,. Figure 15 shows the 
result of position clustering from the high peaks in 
the Hough space. The peaks representing objects 1 
and 2 produced clusters having 13 and 33 members 
respectively. The invalid peaks had fewer members. 
Although the normal vector of each extracted plane 
had an error, objects 1 and 2 were detected because 
the Hough transform estimates the parameters by ma- 
jority. Object 3 is represented as a low peak, so pos- 
sible objects representing objects are recognized. The 
time needed to detect the objects from the range im- 
age was about 15, and the time needed to calculate 
the environmental information was about 30. 

The environmental information used for path plan- 
ning is shown in Fig. 16. The white boundary boxes 
represent detected objects, and the gray boundary 
boxes represent possible objects. In path planning, 
the target object is selected by checking the motion of 
the manipulator. First, object 1 was selected as the 
candidate target object because it was above object 
2. However, the motion of the manipulator to grasp 
object 1 was found not to be safe because the manipu- 
lator would collide with the possible object represent- 
ing object 3. Therefore, object 2 was selected as the 

candidate target object, then set as the selected target 
object after the motion of the manipulator was found 
to be safe. By considering the possible object, object 
2 was set as the target object, and safe planning was 
achieved. 

Figure 14: Votes for each object in a Hough space. 

representing Object 3 
"0 10 20 30 

Number of peaks 
Figure 15: Distribution Figure 16: Environmental 
map of number of votes. information. 

9 Conclusion 

We have presented an approach to bin-picking that 
combines object recognition with path planning. A 
generalized Hough transform is used for object recog- 
nition. The Hough space represents the obtained en- 
vironmental information. The orientations and posi- 
tions of undetected (i.e, uncertain) objects are added 
to the environmental information as possible objects 
and used in planning the manipulator path. The en- 
hanced reliability of path planning by this approach 
was confirmed by both simulation and experiment. 

We also presented an approach for reducing the 
time and memory needed for processing the gener- 
alized Hough transform. In our approach, we use 
a pair of object features to calculate the parameter 
sets. This reduces the number of votes recorded in the 
Hough space from each feature, thus reducing recogni- 
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in the Hough space from each feature, thus reducing 
recognition time. It also reduces the number of in- 
valid votes, which cause recognition errors. Because 
only the orientation of each object is detected by the 
Hough transform, less memory is needed for the trans- 
form. Simulation showed that the Hough transform 
can detect object orientations quickly and needs only 
a reasonable amount of memory. The effectiveness of 
the presented method was confirmed by the experi- 
ment using real casting objects. 
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