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Abstract. In this contribution a vision system for the flexible assem-
bling of industrial parts is presented. A new three step approach is de-
scribed. It consists of three independent vision guided modules. The pick-
ing module allows to pick objects from an unorganized heap or out of
a bin, the pose determination module delivers the exact position of the
isolated object and the surveillance module allows to verify the success of
mounting the parts. This allows all the system stages to consist of stan-
dard components, while ensuring a high degree of flexibility, adaptability
and robustness. Successfull results achieved with a prototype system im-
plemented at our industrial cooperating partner are presented.
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1 Introduction

The task of picking objects from an unorganized bin for industrial production
purposes has been a great challenge in vision and automation research over the
past ten years [16,17,1,12]. The goal was to enable a robot arm to pick some
parts out of a bin without any knowledge of their shape or position. As in many
cases the pieces to be assembled do not come in a bin or are well organized in
appropriate containers, this topic became less significant because of the missing
prospective to come into operation. Nevertheless for rather small series (typi-
cally thousands of pieces) it becomes very expensive to adapt a production line
to new parts. Thus, a device being able to manage the stated task, would help to
save money and time. Simplifying the hardware, using standard components in-
stead of special ones, enclosing modules of intelligent vision software is what we
propose in the present contribution. Previous approaches tried to solve the task
of picking and mounting in one step, yielding complex systems and very sophis-
ticated algorithms, while mainly suffering from flexibility. We introduce a novel
three-step concept consisting of bin picking, pose determination and mounting
surveillance. In the first step no knowledge about the parts is needed, step two
and three will suppose given simplified CAD models. The work was carried out
in cooperation with local industrial partners in the field of automation, therefore
another goal is to ensure the real time capability of the developed algorithms.
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The paper is organized as follows. Sect. 2 describes previous and related re-
search, Sect. 3 introduces the new approach in detail. The system modules are
described in Sect. 4 and Sect. 5. A description of the working environment is
given in Sect. 6, together with some practical application remarks. Sect. 7 con-
cludes the paper and gives a brief outlook to future work.

2 Related Work

The problem of picking parts from a heap was addressed by various authors.
Rahardja and Kosaka [16] extract simple features such as circular and polygonal
parts from stereo images representing complex objects. Their system incorpo-
rates both object identification and pose determination in one single step.
The work of Ikeuchi [12] is based on a CAD representation of an object which
allows to build an interpretation tree offline and to select the optimal features at
each determining process. The algorithms do not emphasize any type of back-
tracking.
Trobina and Leonardis [17] present an object-grasping system based on range
images. They detect antipodal planar patches where a robot arm can apply
with a gripper. The information is extracted piecewise by a Recover-and-Select
paradigm. After the selection of the best grasping hypothesis, an object is re-
moved from the pile. No investigations about the precision of grasping or the
assembling capability of the system are presented.
Al-Hujazi and Sood[1] propose to determine grip points for a vacuum gripper
from dense range images. They detect edges by the residual analysis, segment
the (single) object in an appropriate number of surface patches and then calcu-
late a grip point.
Pose determination of objects in 3D was considered as a mandatory byproduct
of object recognition systems. The task of determining the pose of objects in 3D
by fitting some (even parametric) CAD models to images was first addressed by
Lowe [14], based on some work on perceptual organization and grouping [13]. The
algorithm refines the 3D pose parameters according to the observed errors in a 2D
image. Araujo et al. [2] proposed extensions to Lowe’s algorithm. Other authors
addressed the mathematical analysis of the ’point cloud to point cloud’ match-
ing [9] and mapping in presence of noise given the correspondences [11,10]. Other
known recognition (and therefore pose determination) systems in a calibrated en-
vironment are ACRONYM (Brooks [7]), HYPER (Ayache and Faugeras [3]) and
SCERPO (Lowe [13]). In the paper which introduced the RANSAC1 paradigm,
Fischler and Bolles [8] also presented an early recognition system. The establish-
ment of distance metrics for the alignment of models to images was addressed
by Wineshall and Basri [19].
1 Random Sample Consensus
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3 A Three-Step Concept

In contrast to the stated approaches, we split the complex task of flexible auto-
mated assembling into three consecutive subtasks. They are almost indepedent
among one another, to guarantee highest flexibility and robustness together with
easy adaptability. The three stages of our approach are:

– Bin Picking. To enable highest flexibilty in picking a wide variety of objects,
we try to identify planes on a heap of unorganized parts, where a vacuum
gripper can apply. A stereo setup together with a grid projector is placed
over the working region. The robot (or an appropriate manipulator) picks
an object identified to lie on top and drops it on a separate workplace. The
algorithm is based on a structured light approach combining shape analysis
and stereo matching. Note that no further assumptions on the shape or on
the pose of the objects are made.

– Pose Determination. Once an object is separated from an unorganized
heap, its exact pose is determined, now including some knowledge about it.
The first submodule calculates a pose guess, the second fits a simple CAD
model iteratively to image features. It is also possible to reject an object if it
does not belong to the a given class or if it exceeds some tolerances in shape.
A manipulator equipped with a grasp tool can pick up the piece suitably
and mount it.

– Assembly Inspection. The third stage of our approach ensures the correct
mounting of the part and detects failures. This step is done in traditional
way for now and is subject to future research.

The following sections will describe the bin picking and the pose determination
module in detail.

4 Plane Detection, Grip Point Selection and Picking

This section will outline the image processing steps to robustly detect planar
surfaces of parts on a heap and calculate their location in 3D in order to perform
the picking. Fig. 1 shows a grayscale image pair of a heap of chain parts and a
regular, high contrast grid projected on it.

The grid is segmented with a local threshold method and morphologically
thinned to obtain a grid skeleton, which is analyzed and stored in a locally
perspective projection distortion invariant representation, as can be seen from
Fig. 2. Adjacent intersections are represented by accordant adjacent points in
the plane representation (see [4] for details). Connected intersections are called
plane candidates.

Next the plane candidates from the left and the right image are matched,
missing intersections are detected and false matches are rejected. Once corre-
spondences have been established, the subpixel positions of the intersections
are calculated from the grayscale images, starting from the position achieved
from the segmented and skeletonized grid. Then the gridpoints are reconstructed
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Fig. 1. An image pair showing a heap of unorganized parts with a high contrast
grid projected on it.

in 3D, a grippoint is selected on the plane and a normal vector is calculated.
A selection procedure is applied to establish the topmost largest plane. Their
coordinates and normal vector are passed to the control of the robot arm [5].
Fig. 3 (b) shows a robot picking one of the chain parts from Fig. 1.

5 Pose Determination of Isolated Objects

This section presents the second module of the assembly cell. After picking an
object, the robot places it on a separate workplace and a high resolution camera
grabs an image. The pose determination module calculates a pose and passes
those points to the robot where the object can be grasped for mounting. The
pose is determined by fitting a CAD model to image edge features using an
iterative refinement procedure. To ensure fast convergence, a rather precise initial
guess of the pose must be given. A very powerful approach for obtaining a
coarse pose (we will call it pose estimation) is the Parametric Eigenspace [15].
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Fig. 2. Each intersection of a plane is represented as a pixel in the perspective in-
variant plane representation. Segmented plane from (a) left view, (b) right view.
(c) Matching results for (a)-(b), intersection points with no correspondence are
marked black.
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Fig. 3. (Left) The experimental setup consisting of a robot arm (1), a stereo rig
(2), a grid projector (3) and a workplace (4). (Right) The robot picking a part
from a heap of unorganized objects.

This PCA2-based method deals with the appearance of objects depending on
the viewpoint parameters. In the present case a one-parametric description was
chosen to obtain a representation of each stable pose (see Fig. 4) sampled at
a 10-degree resolution. The eigenspace representation is generated from these
images in an offline learning phase. See [6] for details.

Stable Pose 1 Stable Pose 2 Stable Pose 3 Stable Pose 4

Fig. 4. Four stable poses of an industrial part.

In the online pose estimation, this method provides the stable pose and the
approximate rotation angle φ of the inspected object around the vertical axis.
Since the parametric eigenspace is an object centered method, there is no a-priori
information available on the translation on the workplace. This drawback can be
eliminated by virtually placing the CAD model on the workplace (see Fig. 5 (a)),
rotating it by the angle φ from the eigenspace around its vertical axis (Fig. 5 (b))
and translating it on the image of the object (Fig. 5 (c)). From the translation
in the image, which can be calculated by fitting the bounding rectangles of the
2 Principal Component Analysis
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Fig. 5. The steps performed by the pose determination module visualized by
superimposing the model projection on the image. The white dot indicates the
center of gravity in 3D. (a) The CAD model placed on the center of the work-
place, (b) rotation corrected, (c) rotation and translation corrected and (d)
fitted. Note the difference on the left side of the object before (c) and after (d)
the model fitting process.

projected model and the image of the object, the translation V on the workplace
is estimated. Integrating the rotation angle φ, the translation vector V and the
calibration data results in a pose estimate in 3D. The subsequent fitting step
(we call it pose determination) starts from this initial guess. An adapted hidden
line algorithm allows to calculate the line clippings in 3D world coordinates,
which is essential for the 2D-3D feature correspondence and the 3D parameter
refinement. Note that we are given only three degrees of freedom instead of
six. Because of the ”Ground Plane Constraint” (see for example [2]) they are
limited to the rotation angle φ and the two dimensional shift vector V. Some
error measures are necessary for the pose parameter assessment. We define them
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as the perpendicular distances between model edges and image gradients, as
suggested by Lowe [14]. From this error vectors in 2D we can iteratively refine
the pose parameters by solving the equation




∆φ
∆Vx

∆Vy


 = J ·




e1

e2

e3

...


 (1)

where J is the Jacobian of the 3D-2D mapping function and ei are the observed
errors in the image.

6 Practical Results

In this section experimental results are presented. Fig. 3 (a) shows the industrial
setup - a prototype of the assembly cell. There are three standard digital cameras,
two of them for the bin picking and one for the pose determination. A common
slide projector is used to texture the observed scene with the high contrast
grid. The whole system is calibrated with the well-known Tsai method [18]. For
learning the stable pose views in their various angular positions we used a turn
table. In the current implementation the robot picks an object from a heap and
places it on a separate workplace. After the execution of the pose determination
module, the robot picks the object again and due to a now known orientation,
pokes it in a fit.

3D Plane Reconstruction # %

Detected 2190 100,00
Correct 2134 97,44
Incorrect 56 2,56

Not detected 190 8,68

Reconstructed 2134 97,44
Picked 2026 92,51
Missed 108 4,93

Table 1. Summary of the Bin Picking module; results from various test series.

The picking module has more than 92% success rate, which is promising for
industrial applicability. Table 1 summarizes the results of several test series. The
pose estimation (i.e. the geometry integrated eigenspace method) delivers pose
parameters corrupted by an error of approximately ±3 degrees in rotation and
less than 2 mm in both translation directions. This error is decreased signifi-
cantly by the subsequent fitting, typically under half a degree in rotation and
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Pose Determination Error ‖∆φ‖ ‖∆Vx‖ ‖∆Vy‖
Average 0.30 o 0.41 mm 0.37 mm
Standard Deviation 0.21 o 0.19 mm 0.15 mm
Maximum 4.23 o 1.43 mm 1.18 mm
Minimum 0.01 o 0.02 mm 0.01 mm

Table 2. Evaluation of the pose determination module.

half a mm in translation. Table 2 lists the errors for each calculated pose param-
eter.
The presented system runs completely on standard hardware components, which
is a direct consequence of the three-step concept. All of the presented algorithms
perform in real time. Despite this, there are still some possibilities left for in-
creasing the speed.

7 Conclusion and Future Work

A novel approach to the problem of picking objects from a bin and mounting
them was presented. The task is splitted in three independent subtasks. Plane
detection is used to identify grip points on the parts of the unorganized heap.
The matching and the stereo correspondence retrieval are computed by a novel
structured light method, which combines them in one single processing step.
After the isolation of a single part, the second module identifies its pose and
enables a manipulator to grasp it precisely. The system uses an geometry in-
tegrated eigenspace approach to estimate the pose of the object. This initial
guess is refined by an image feature based model fitting. Test series proved the
applicability of the stated three-step concept and the described algorithms for
industrial environments.
Future work will include grid analysis algorithms such as identification of sin-
gularities, correspondence refinement and working height estimation. The pose
estimation module will be completed by some fitting strategies. All parts of the
system implemented until now are under heavy testing in an industrial environ-
ment.
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