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Abstract— This report describes a problem involved with use 
of Kinect depth maps for robot picking of randomly stacked 
components, and also a solution to this problems. When Kinect is 
installed above stacked parts and processing is performed using 
only the obtained Kinect depth map information, there are cases 
when individual small metal components cannot be separately 
identified. So that the robot can reliably pick up a single 
component in these cases, this report demonstrates that in areas 
where the system incorrectly identifies multiple components as a 
single component, the addition of color image information and 
blob analysis of the color image results in accurate separation of 
the individual components, allowing a single item to be identified 
for picking. 

Keywords— 3D vision sensor, Depth map, Blob analysis,  
Color image, Labeling 

I.  INTRODUCTION 
In a production workplace for industrial products, the 

processes from supply of product components to the production 
line to finishing machining are almost entirely automated. 
However the supply of components to the machining line is 
still performed using a conventional parts feeder, and at present 
it is still necessary for an operator to load the components into 
the feeder manually. With earlier production styles in which 
large quantities of each product were produced, components 
could be easily supplied to the production line by a parts 
feeder. However in order to support the present style in which 
multiple products are produced in small lots of each, 
consideration is being given to constructing systems that use a 
robot to pick components from a bin and supply them to the 
line, and many corporations are working to commercialize such 
a system. On the road to this commercialization, many studies 
are being carried out related to random bin picking systems [1]-
[10]. However due to reasons such as limitations on the items 
that can be picked or the need to prepare multiple robot hands, 
it is impossible to say that robot picking is significantly more 
advantageous than the alternative of using a parts feeder and 
creating special jigs. Moreover because the vision systems 
which recognize the component position, shape, direction, and 

other elements are expensive, there are reasons why use of such 
systems in the workplace may be problematic.  

A 3D vision system is essential in order to use a robot for 
picking components. Microsoft recently released the Kinect  
vision sensor for its Xbox gaming system. Because Kinect is 
low-priced (can be purchased for several hundred dollars), and 
allows color images and depth maps to be easily acquired, there 
have been studies concerning its use in robot picking [11]-[13]. 
Microsoft provides Kinect for Windows SDK free of charge 
with Kinect. This kit allows programs to be developed for a 
variety of purposes. It was decided to also use the Microsoft 
Kinect as the 3D vision sensor for this study in order to 
construct a system for robot picking of components stacked in 
bins.  

When a robot is used to pick stacked components, the 
positions of the components and the directions they are facing 
are calculated based on the depth map obtained from Kinect. At 
this time, when multiple components are stacked randomly to 
approximately the same height from the bottom of the bin and 
are adjacent to one another, the system may incorrectly identify 
multiple components as a single component. In these cases, the 
robot hand may be unable to grasp the component securely or, 
in the worst case, the hand may be damaged by contact with the 
components. There is the risk that such incidents may result in 
severe problems that will stop the production line. 

Based on the above, this report first shows that when only 
the Kinect depth map is used to identify individual stacked 
components, there are cases when the system will incorrectly 
identify multiple components as a single component. Next, as a 
solution to this problem, this report shows that when the color 
image that is obtained from Kinect at the same time is also used 
and blob analysis is performed, then in the cases when multiple 
components were earlier identified incorrectly as a single 
component, the system is able to separate the individual 
components and reliably select a single component as the target 
for picking. 
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Fig. 3 shows the conditions when the component ends are 
in contact at an angle, the conditions when components contact 
each other in a T shape, and the conditions when components 
are in contact in longitudinal and parallel rows. 

Fig. 4 shows the depth map when the components are 
arranged in contact in longitudinal and parallel rows on the 
same plane. The yellow lines on the components indicate the 
longitudinal direction of the components as calculated from the 
image. The robot grasps the components at close to the center 
of this line. As you can see from the figure, because the 
calculated position is a position where 2 components are in 
contact with each other, it will not be possible to grasp the 
component correctly. 

 

 

 

 

 

 

 

 

 

 

B. When the color image information is added 
Fig. 5 shows cases when the components were arranged on 

the same plane with the ends in contact at an angle and in a T-
shape, and the component positions were calculated using only 
the depth map information. The case 6 shows that although the 
components are correctly separated and identified as individual 
components when the ends are in contact, for cases 1 and 2, the 
2 components are incorrectly identified as a single component. 

Fig. 6 shows reproduced conditions where 6 components 
are in contact in longitudinal or parallel rows and recognition is 
difficult. The top 3 and bottom 3 components are each 
incorrectly identified as a single component. 

C. Use of blob analysis 
This section shows that in the cases of incorrect recognition 

in Fig. 5 and Fig. 6, it is possible to separate the individual 
components by performing blob analysis of a color image that 
is obtained at the same time as the depth map as described 
below. 

When the color image obtained from Kinect at the same 
time is also used and blob analysis [14] -[16] is performed, then 
in the earlier cases where multiple components were incorrectly 
identified as a single component, the components can be 
separated into individual components and a single component 
can be reliably selected for picking. Fig. 7 shows the algorithm 
used for this purpose. 

 

From the picking candidates selected by the green boxes 
shown in Fig. 5 and Fig. 6, the target for picking is decided and 
an ROI is set according to preset evaluation standards. The 
average of the pixel values within the ROI is found, and a 
binarized image is created using 1.15 times this average as the 
threshold value. (This factor was determined based on our 
experience.) From this binarized image, blob detection is 
performed and the feature value is calculated. Of the multiple 
blobs that exist, the labeling process is performed only for the 
blobs which have the area feature value that was set in order to 
create the labeled image. This shows that the labeled areas are 
separated component areas. At the same time we obtain a mask 
image that can be used for the separation process. Of the 
multiple separated components, the component which is closest 
to the center of the ROI becomes the picking target. The robot 
should be set to adopt a position parallel to the longitudinal 
axis of the selected component. 

Fig. 8-Fig. 11 show that in cases when 2 or 3 components 
are close to each other, processing which uses blob analysis 
based on the color image makes it possible to separate the 
individual components and reliably select a target component 
for picking. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.Depth map when components are in longitudinal and parallel 
rows. 

 
Figure 5.Examples of components with ends in contact at angles and 
in T-shapes that are each incorrectly identified as a single component. 

 

 
Figure 6.Example of 6 components arranged in longitudinal and 
parallel rows that are difficult to identify. The top 3 and bottom 3 
components are each incorrectly identified as a single component. 
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First we will explain Fig. 8. In Fig. (8)-a, the components in 
T-shape contact and labeled No. 1 have been selected as the 
picking target. In Fig. (8)-b, the areas corresponding to these 
component areas in the color image have been extracted. This 
is a binarized image with 1.15 times the average pixel value of 
the extracted area set as the threshold value. When blob 
analysis is performed, 3 blobs are detected. Finally, the 
component located closest to the center of the ROI, positioned 
vertically in the image, is selected as the picking target. Fig. 9 
shows the processing results for 2 components in contact in an 
L-shape. Fig. 10 shows the processing results for the top 3 
components labeled as 1. Fig. 11 shows the processing results 
for the bottom 3 components. These results show that by 
adding the color image information to the depth map 
processing results and performing blob analysis, in the end it is 
possible to select a single component as the target for picking. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.Image processing algorithm for cases when multiple 
components are incorrectly identified as a single component. 

 
                   (8)-a.Depth map. 

                         
(8)-b.ROI.                   (8)-c.Binarized image. 

 
(8)-d. 3 components individually identified. 

 
(8)-e. Finally a single component is selected for picking. 

 
Figure 8.Processing results when 2 components are in contact in a T-
shape. 

   
(9)-a.Depth map.  

                          
(9)-b.ROI.                  (9)-c.Binarized image. 

 
(9)-d. 2 components individually identified. 

 
(9)-e. Finally a single component is selected for picking. 

 
Figure 9.Processing results when 2 components are in contact in an L-
shape. 
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IV. CONCLUSIONS 
This report describes a solution to a problem which occurs 

when Kinect depth maps are used for robot picking of stacked 
components. 

If the component positions and directions are calculated 
based on the depth map obtained from Kinect, then when 
multiple components are stacked randomly to approximately 
the same height from the bottom of the bin and are adjacent to 
one another, the system may incorrectly identify multiple 
components as a single component. As a solution to this 
problem, this report demonstrates that it is possible to separate 
the multiple components into individual components by using 
the color image that is obtained from Kinect at the same time 
and performing blob analysis. 

For blob analysis, the average pixel value for the ROI was 
calculated and binarization was performed using 1.15 times this 
average as the threshold value. (This factor was determined 
based on our experience.) This threshold value setting is a key 

point for blob analysis. We performed the process using a 
setting which we had identified from experience, however it 
will be necessary to set a suitable value with consideration for 
the surrounding light environment. The best method for 
calculating the threshold value remains an issue for the future. 

After multiple candidate components were separately 
identified by blob analysis, when finally deciding the 
component for picking, it was decided to select the component 
which was closest to the center of the ROI. Future studies of a 
more rational method will be necessary in the future. 
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(10)-a. Depth map. 

                                           
(10)-b.ROI.              (10)-c.Binarized image. 

 
(10)-d.3 components individually identified. 

  
(10)-e. Finally a single component is selected for picking. 

 
Figure 10.Processing results for a cluster of the top 3 components. 

  
(11)-a. Depth map. 

                     
(11)-b. ROI.             (11)-c. Binarized image. 

 
(11)-d. 3 components individually identified. 

   
(11)-e. Finally a single component is selected for picking. 

Figure 11. Processing results for a cluster of the bottom 3 components. 
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