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Abstract

This thesis is about control and balance stability of leggedlocomotion. It also
presents a combination of tools that makes it easier to design controllers for large
and complicated robot systems. The thesis is divided into four parts.

The first part studies and analyzes how walking machines are controlled, ex-
amining the literature of over twenty machines briefly, and six machines in detail.
The goal is to understand how the controllers work on a level below task and path
planning, but above actuator control. Analysis and comparison is done in terms of:
i) generation of trunk motion; ii) maintaining balance; iii) generation of leg sequence
and support patterns; and iv) reflexes.

The next part describes WARP1, a four-legged walking robot platform that has
been built with the long term goal of walking in rough terrain. First its modular
structure (mechanics, electronics and control) is described, followed by some ex-
periments demonstrating basic performance. Finally the mathematical modeling of
the robot’s rigid body model is described. This model is derived symbolically and
is general, i.e. not restricted to WARP1. It is easily modified in case of a different
number of legs or joints.

During the work with WARP1, tools for model derivation, control design and
control implementation have been combined, interfaced andaugmented in order to
better support design and analysis. These tools and methodsare described in the
third part. The tools used to be difficult to combine, especially for a large and com-
plicated system with many signals and parameters such as WARP1. Now, models
derived symbolically in one tool are easy to use in another tool for control design,
simulation and finally implementation, as well as for visualization and evaluation —
thus going from equation to action.

In the last part we go back to “equation” where these tools aidthe study of
balance stability when compliance is considered. It is shown that a legged robot
in a “statically balanced” stance may actually be unstable.Furthermore, a criterion
is derived that shows when a radially symmetric “staticallybalanced” stance on a
compliant surface is stable. Similar analyses are performed for two controllers of
legged robots, where it is the controller that cause the compliance.

Keywords
legged locomotion, control, balance, legged machines, legged robots, walking robots,
walking machines, compliance, platform stability, symbolic modeling
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Notation

See chapter 6 for details on coordinate systems, reference frames, triads, points,
vectors, dyads and general vector algebra notation. Table 6.2 on page 152 lists
points and bodies in the WARP1 rigid body model (rbm). Vectors fixed in bodies of
the WARP1 rbm are listed in table 6.3 on page 152.

Bodies, points and matrices are denoted using captial letters, e.g. A. Vectors
are written in bold and the column matrix with components of avectorr is written
asr. Similarly, dyads are written in boldA and the components of a dyadA, i.e. its
matrix representation, is written asA. Note that a left superscript indicates reference
body (or triad) for vectors and matrices (see 144).

b1,b2,b3, b triad fixed relative toB, b = [b1,b2,b3]
T

n1,n2,n3, n triad fixed relative toN , n = [n1,n2,n3]
T

N,B, Tl, Sl,Hl,Kl, Pl points in WARP1 rbm (table 6.2).

rBHl , rHTl , rHKl , rKSl , rKPl body fixed vectors of the WARP1 rbm (table 6.3).

β duty factor

l or l leg l, index indicating legl

L total number legs (L=4 for WARP1)

t time

T period or cycle time

x, ẋ state and state derivative, i.e.ẋ = ∂x
∂t

f, F force

m mass

g constant of gravity

q, q̇, q̈ generalized coordinates, velocities and accelerations

w, ẇ generalized speeds and corresponding derivative

Ix, Iy, Iz inertia parameters of a body

λ,λi,j eigenvalue,λi,j = ±c means thatλi = c andλj = −c
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CM centre of mass of robot (or trunk)

PCM projection ofCM onto a horizontal plane

PCP centre of pressure

Asup support area or region

φi
σi

τi instance of a controller from a control basis

Jl Jacobian for leg leg

τ l joint torques for legl

P1, P2 foot points for leg 1 and 2

C1, C2 ground contact point for leg 1 and 2

φl relative phase of legl

k stiffness coefficient

d damping coefficient

K l, BK l stiffness coefficients for legl

Dl, BDl damping coefficients for legl

k1, k2, k3 stiffness coefficients see (11.2) on page 221.

kB , kα, kL stiffness coefficients (table 11.1)

dB , dα, dL stiffness coefficients (table 11.1)

α rotation angle planar rigid body (part IV)

r radius (in part IV)

h height (in part IV)

γ asymmetry parameter (part IV)

R asymmetry parameter,R = γr (part IV)

a, a2, a3, a4, aL bifurcation parameters (part IV)
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1. Introduction

This thesis is about legged locomotion in several ways, but it is also about working
with complex robot systems. Of course, walking robots are usually complicated. . .
The thesis begins with a comparative overview of control methods for legged lo-
comotion, and there are no simple robots in it. The four-legged robot WARP1 is
described next in the thesis, and there the complexity has been tackled by modular-
ity in terms of mechanics, electronics as well as control structure and mathematical
modeling. Being able to research and test control methods for WARP1 requires ad-
vanced tools and methods and these are also described in the thesis. With these tools,
complicated symbolic models and expressions are used for numeric simulations, as
well as in the implemented robot controller, hence going from equation to action.

Finally the complex issue of static stability of a legged robot when compliance
is included in the model is approached analytically. The complexity is managed by
working with, relatively speaking, small symbolic models,combined with numerical
analysis and simulations, where tools and methods from the control design are used.

Outline of thesis

The main contents of this thesis is divided into four parts, where I have tried to make
it possible to read the parts independently.

Part I is about walking machines in general. Chapter 2 first gives a brief back-
ground of walking research, followed by a more detailed introduction to basic con-
cepts within this field. Then chapter 3 contains detailed descriptions of different
controllers for legged machines and finally chapter 4 contains an analysis and sum-
mary of these controllers, but also a discussion of legged controllers in general.

Part II describes the four-legged walking robot platform WARP1, where chapter 5
describes the platform in terms of its modular structure. Chapter 6 then discusses
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1. Introduction

the mathematical modeling of the robot, especially its rigid body model. Basic per-
formance of the robot, such as strength and speed, is demonstrated through exper-
iments. The mathematical modeling is general and not restricted to WARP1. This
is also true for the software tools and methods developed to deal with the scale and
complexity of WARP1.

Part III describes these tools and methods in chapter 7, and chapter 8contains an
example demonstrating some of the tools use on a “simpler” robot. Today, in addi-
tion to tools such as CAD/CAM and tools for model derivation,control design and
implementation there are also tools for exporting models tocontrol design environ-
ments, as well as from control design to implementation (rapid prototyping tools).
It is however, still difficult to combine these tools, especially when working with
large systems, i.e. systems with a lot of signals and parameters. We have therefore
combined, interfaced and augmented some of these tools intoa method that bridges
the gaps between automatic model derivation and control implementation. Analyt-
ically derived functions (Maple) are used for control design, simulation, visualiza-
tion, evaluation (MATLAB ) and implementation (Real-Time Workshop/xPC Target).

Part IV studies balance of walking machines when the system model includes
compliance. In chapter 9 it is shown that a planar symmetric legged robot in a “stat-
ically balanced” stance on a soft surface may actually be unstable. Chapter 10 then
extends these results for radially symmetric “statically balanced” stances. And in
chapter 11, a similar analysis is also performed for legged robots where the compli-
ance comes from the controller. The part ends with chapter 12, where these results
are summarized and discussed.

Chapter 12 also contains a general discussion related to allthe parts.

1.1. Thesis contributions

The main contributions of this thesis are as follows:

• A small number of questions/aspects are suggested that are useful in order to
compare different controllers for walking robots, and to help understand how
they work. (Theoretical understanding)

• A detailed description of how to derive the rigid body model for a general
class of walking robots. (Practical)
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1.1. Thesis contributions

• A method where tools are combined to make it feasible workingwith large and
complicated systems with lots of signals and parameters. (Practical, control
design, analysis)

• A method that covers going from equation to action automatically. (Practical,
design)

• Criteria are derived for asymptotic stability of statically balanced stances when
the model includes compliance. It is shown that a staticallybalanced robot on
a compliant surface can actually fall over. (Theoretical understanding)
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A study of legged locomotion
control
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Introduction to part I

This part is based on a literature study by Ridderström [156]of methods used to
control walking machines. The question ofhow to study the machines is analyzed
in chapter 4, with the result that the following main questions are chosen in order to
understand how the control of walking machines “really” work:

• What determines a walking machine’s balance?

• What determines a walking machine’s motion, as seen from thecontroller’s
perspective?

• What determines a walking machine’s support sequence? (foothold selection
and sequence) What causes leg phase transitions?

• What, if any, “reflexes” are used?

Another purpose of this study is to give an overview of methods used to control
walking machines, as well as to provide suitable reading fornew students of legged
robots. This study is part of the effort at the Centre for Autonomous Systems [18]
to create legged robots capable of both statically and dynamically balanced loco-
motion. As part of that effort, different control strategies and types of actuators
are investigated, while the number of legs has been fixed to four for the research
platform WARP1.

Previous work within the centre includes surveys of the design of mechanics
(Hardarson [62]), computer control architectures (Pettersson [140]) and also the
control of dynamically balanced locomotion (Eriksson [39]).

This study is broader than Eriksson’s survey [39], in the sense that it also in-
cludes statically balanced walking and tries to find common principles and ideas
used for the control of walking. It also studies a few walkingcontrollers in detail,
focusing on the level above control of individual actuators, but below the level of
long range1 path- and task planning. Studies of sensors, sensor filtering and me-
chanics are not included.

Outline The outline of this part is as follows. Chapter 2 first gives a brief back-
ground of walking research, followed by a more detailed introduction to basic con-
cepts within this field. Then chapter 3 contains detailed descriptions of different con-
trollers for legged machines and finally chapter 4 contains an analysis (sections 4.1-
4.2) as well as a summary and discussion (section 4.3).

1i.e. more than a few trunk lengths.
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2. Introduction to legged locomotion

Animals have used legs for a long time and legged machines have been around for
at least a hundred years. Todd [180] gives a nice introduction to early history of
walking machines, basic principles and some walking systems. Song and Waldron’s
book [174] gives a good overview of statically balanced walking, while Raibert’s
book [149] describes the design and control of his hopping robots. These references
mostly deal with machines having four or more legs, while Furusho and Sano [44]
give a review of two-legged robots, including a table of related research.

Why use legged locomotion instead of wheels? Some reasons are given below:

• A US Army investigation [186] reports1 that about half the earth’s surface
is inaccessible to wheeled or tracked vehicles, whereas this terrain is mostly
exploited by legged animals.

• Legged locomotion should be mechanically2 superior to wheeled or tracked
locomotion over a variety of soil conditions according to Bekker [8, pp.491-
498] and certainly superior for crossing obstacles according to Waldron et
al. [196].

• The path of the legged machine can be (partially) decoupled from the se-
quence of footholds, allowing a higher degree of mobility. This can be espe-
cially useful in narrow surroundings or terrain with discrete footholds [149].

• Legs can have less of a destructive impact on the terrain thanwheels or tracks.
This is important within for instance forestry and agriculture.

From the assumption that legged locomotion is useful in rough terrain, applications
such as exploration3 or locomotion in dangerous environments like disaster areas
follow naturally.

1According to Waldron et al. [196], we have not been able to acquire this report.
2With respect to the foot – ground interaction.
3The walking robot Dante has actually been used to explore thevolcano Mount Erebus [200].
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2. Introduction to legged locomotion

Now that the motivation for using legged locomotion has beengiven, let us look
at some of the problems. Designing a legged robot is far from trivial. Creating
a machine that is powerful enough, but still light enough is very difficult. This is
however not considered in this report, instead it focuses onthe control of walking
machines. Some of the problems are very similar, or the same,as those encountered
when controlling traditional industrial robot manipulators.

• The robot kinematics and dynamics are nonlinear, difficult to accurately model4

and simple models are generally not adequate [98]. Furthermore, the dynam-
ics depend on which legs are on the ground, and might therefore be considered
as switching. Robot parameters (centre of mass position, amount of payload
etc) are not known exactly and might also vary [131].

• The environment is unknown and dynamic. The surface, for example, might
be elastic, sticky, soft or stiff [57].

Since a legged machine has a free base, other problems are more specific.

• Contact forces, in general, only allow pushing the feet intothe surface, not
pulling. This directly limits the total downwards acceleration that can be “ap-
plied” to a walking machine.

• The system might be unstable without control, like Raibert’s hopping robots [149].
Simply locking all joint angles might not be enough to achieve stability.

• The goal of keeping balance is difficult to decompose into actuator commands.

• A legged system has a lot of degrees of freedom. Waldron et al.[196] argue
that, in order to allow a completely decoupled motion5 over irregular terrain,
at least three degrees of freedom per leg are required. This results in 12 ac-
tuators for a four-legged robot, compared to six for a traditional industrial
manipulator.

• It is difficult to estimate states of the system, such as the translational and
rotational position/velocity of the trunk as reported by Pugh et al. [146].

From an implementation point of view, there are also arguments for centralized v.s.
decentralized solutions.

• Due to limitations in computer performance or cabling, it might be desirable
or necessary to use decentralized/distributed solutions.

4As an example, parts of the machine might have to be elastic, like the legs of the Adaptive Suspen-
sion Vehicle due to weight constraints.

5I.e. the trunk can move independently of the feet.
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2.1. Basic walking

• Time delays in the control loop amplify stability problems,which might be a
reason for using centralized solutions.

Because of the large number of actuators, problems with coordinating the actuators
arise. For instance, by considering more than one foot rigidly connected to the
ground, we will have closed kinematic chains. Undesired constraint forces (and/or
slipping) can occur if these chains are not considered properly.

Finally, we would like to point out that control is not alwaysdifficult (or even
necessary). In fact, there are machines that can walkpassivelyby starting the system
in suitable initial conditions, typically on an inclined slope. See for instance the
work by McGeer [115], Dankowicz [33], Berkemeier [10] and others.

2.1. Basic walking

This section will describe some basic walking concepts and definitions, in order to
aid a novice to this field. Let us first classify6 legged locomotion into walking, run-
ning and hopping. There are several definitions of these terms in the literature. One
way to differentiate between walking and running is to use a dimensionless measure
such as the Froude number7. Another is to say that running is legged locomotion
with flight phases. However, we will use the terms walking andrunning rather inter-
changeably, but use hopping to mean locomotion with only (almost) instantaneous
support phases, i.e. really a bouncing motion such as used byRaibert’s hopping
robots [149].

Next some basic terminology will be described (section 2.2), followed by def-
initions of gaits (section 2.3). Then static (section 2.4) and dynamic balance (sec-
tion 2.5) is discussed, followed finally by a discussion of center of pressure (sec-
tion 2.5.1) and zero moment point (section 2.5.2).

2.2. Terminology

The terminology within the field of walking robots has borrowed frequently from
the fields of biology and biomechanics. The wordbody is often used in the litera-
ture to describe the major part of a robot. However, in this report the termtrunk8 9

6This study ignores locomotion methods such as jumping, leaping, vertical clinging and brachiation.
7TheFroude numberis u2

gh
whereu is the locomotion speed,g is the acceleration constant andh is

the distance from the ground to the hip joint. See Alexander [4] for an example of how it is used.
8The wordtrunk means the human or animal body apart from the head and appendages [122].
9The trunk is not always one rigid body, e.g. the robots TITAN VI [70] and BISAM [11].
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2. Introduction to legged locomotion

will be used instead, since from a rigid mechanics point of view, a robot typically
consists of several bodies. Thelegsare attached at thehipsof the trunk and the legs
can sometimes be described asarticulated. An articulated10 leg can kinematically
be described as links connected by individual revolute joints. A pantographmech-
anism is often used as agravitationally decoupled actuator[72] (GDA) in gravity
decoupled walking robots[128], where the actuators are used either to propel the
machine, or to support its weight. There are of course other types of legs and actu-
ator mechanisms, like linear joints or direct mechanical linkages between different
sets of legs [200]. Thefeet are attached to the legs and are used to walk on the
ground11.

Depending on the number of feet different terms are used suchasmonopod(one
foot), biped(two feet),quadruped(four feet),hexapod(six feet) andoctapod(eight
feet). To describe directions and locations, the followingterminology is used within
this report.

• Theground reference frame, N , (or ground framefor short, figure 2.1) is the
inertial12 frame fixed with respect to the ground. Usually, the first two axes,
n1 andn2, lie within thehorizontal plane, while the third axis,n3, is directed
upwards, i.e. opposite to the field of gravity.

• Thetrunk reference frame,B, (or trunk framefor short, figure 2.1) is the frame
fixed with respect to the trunk, usually13 at the trunk’s centre of mass (CM).
Assuming a standard orientation of the trunk, the first axis,b1, is directed
forward, the second axis,b2, directed to the left and the third axis,b3, directed
upwards.

• The termanterior means situated before, or toward the front and the term
posteriormeans situated behind.

• The termlateral meansof or related to the side, and henceipsilateral means
situated on the same side, whereascontralateralmeans situated on the oppo-
site side. A lateral direction means sideways, i.e.b2 in figure 2.1.

• The termsagittal plane(or median plane) denotes the plane that divides a
bilateral animal (or machine in this case) into equal left and right halves, i.e.
the plane is normal tob2.

• The longitudinal axisis the axis going from the posterior to the anterior, i.e.
the forward axis of the machine (b1 in figure 2.1).

10The term articulated is used in other ways too, but this is howthe term is used within this report.
11The contact between a foot and the ground is often modelled asa point contact.
12This is strictly speaking not an inertial frame since the earth is rotating.
13Other options are the machine’s centre of mass or the trunk’sgeometric centre.
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and trunk
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Figure 2.1: Illustration of the ground and trunk reference frames.

• Cursorial means “adapted to running” [122] and will in this report be used
to denote a leg configuration similar to standing with straight legs, thus mini-
mizing the hip torques.

• The termattitude is used to describe the roll and pitch angles of the trunk,
while orientation is used for all three angles of the trunk.

• Postureis used in several ways in the literature. One use, as defined in a
dictionary [122], means

the position or bearing of the body whether characteristic or as-
sumed for a special purpose <erect posture>.

However, if not otherwise specified, it will in this report denote

the attitude and height of the trunk.

2.3. Definition of gait and gaits

A gait is, according to Hildebrand [65]

A manner of moving the legs in walking or running.
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2. Introduction to legged locomotion

Another definition (used by Alexander [5] in his studies of vertebrate locomotion at
different speeds) defines gait as

. . . a pattern of locomotion characteristic to a limited range of speeds
described by quantities of which one or more change discontinuously
at transition to other gaits.

As an example, quadrupedal mammals typically change between the gaits walk, trot
and gallop when they increase their speed. We will use the latter definition in this
study. It is not very specific, but a more mathematically precise example of a gait
definition is given later (p. 36).

The leg cycle During walking and running, the individual legs typically move
cyclically and, in order to facilitate analysis and/or control, the motion of a leg is
often partitioned into the following two phases14:

• During thesupportphase, the leg is used to support and propel the robot. The
termspower strokeandstanceare also used for this phase in the literature.

• During thetransferphase, the leg is moved from one foothold to the next. The
termsreturn strokeor swingare also used for this phase in the literature.

Hildebrand, McGhee, Frank and others introduced a parameterization based on this
partitioning to describe the locomotion. The definitions vary somewhat between
authors and are defined below as they are used in this paper. They are mostly useful
for periodic locomotion patterns, such as when all legs perform the same motion
but with some phase shift. The parameters will vary as speed change, but even
with a constant speed there is a natural variation in these parameters for animals
(Hildebrand [65]). Alexander [4] claims that for sustainedgaits, the variation is
“nearly always” quite small.

• The posterior extreme position(PEP) is the transition15 from the support
phase to the transfer phase.

• Theanterior extreme position(AEP) is the transition from the transfer phase
to the support phase.

14The motion of a leg can of course be partitioned in other ways,for instance into the four phases:
footfall, support, foot lift-off and transfer.

15Intending either the position at the time of phase change or the actual event.
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Trot Pace Gallop Crawl gait
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Figure 2.2: Gait diagram of the gaits: trot (β = 0.5); pace (β = 0.5); rotary gallop
(β = 5

16
); and crawl (β = 0.75). LF, RF, LR and RR stands for left front, right front,

left rear and right rear respectively.

• A gait diagram16 is used to illustrate the phases of the different legs as a func-
tion of time. Figure 2.2 illustrates this, where the solid lines indicate the
support phase.

• A support pattern at a timet is the two-dimensional point set created by
the convex hull of the projection of the supporting parts of the feet onto a
horizontal plane. (Modified from Song and Waldron [174])

The support area(denotedAsup in this study), is the interior and boundary
of the support pattern. Sometimes the support pattern will (slightly incorrect)
be referred to as thesupport polygon. This usage stems from the idea that
a contact between a foot and the supporting surface is modeled as a point
contact.

A conservative support polygonis a support polygon where any supporting
leg can fail without causing the machine to fall ( [128]).

• A stepis the advance of one leg,step cyclethe cyclic motion of one leg and
step lengththe distance17 between two consecutive footholds of one leg in a
ground frame.

Hirose [72] defines a step as the interval from one footfall until the following
footfall (not necessarily of the same leg).

• A stride consists of as many steps as there are legs, i.e. typically each leg
completes a cycle of motion and thestride lengthof a gait is the distance the
trunk translates during one stride.Stride durationis the duration of one stride
and the locomotion velocity of periodic locomotion is simply stride length
divided by stride duration.

16The gait diagram was first used by Hildebrand [65] according to Song and Waldron [174], but we
have not been able to find that term in that reference. However, it was most likely Hildebrand that
introduced the diagram.

17It is assumed that there is no slipping.
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2. Introduction to legged locomotion

• A duty factor(typically denotedβ) describes the percentage of a step cycle
(in time) that a leg is in the support phase.

• A relative phase of legl (typically denotedφl) describes the leg’s phase with
respect to a reference leg.

McGhee [116], Kugushev and Jaroshevskij [95] and others also use the two-phase
partioning to mathematically definegait. Gait is defined as a sequence of binary
vectors,q1, q2, . . . , qn, whereqi

l indicates the phase (transfer or support) of legl. To
include time into the description of locomotion, theith component of theduration
vectordescribes the duration of stateqi. The gait is thus defined by the sequence in
which the legs change phase, i.e. theleg sequence.In this study, the termsupport
sequenceis used to mean the leg sequence as well as the support pattern.

We will now describe a few more periodic gaits, in addition totrot, pace and
gallop (figure 2.2).

• In thewave gait18, the footfalls begin on one side at the rear and proceed like
a wave towards the front. For each leg, the laterally paired leg is exactly half
a stride cycle out of phase (Song and Waldron [174]).

• Thecrawl gait19 is the wave gait for a quadruped, but a quadruped can start
walking with any leg (figure 2.3).

• Thecrab-walkinggait is a walking motion, with the direction of locomotion
different from, or equal to, the longitudinal axis of the trunk. The angle be-
tween the longitudinal axis and the direction of motion is the crab angle,α,
whereα = 0 corresponds to walking straight forward (Hirose [72]).

• The turning gait is a steady circular walking movement, where a point on
the robot rotates around a (fixed) turning centre. A turning centre located at
an infinite distance corresponds to crab-walking, while a turning centre close
to the trunk’s centre of mass corresponds to turning on the spot (Hirose et
al. [67]).

• The creeping gaitis a gait where at most one leg is in the transfer phase
(Tomovíc [181] according to McGhee and Frank [117]).

• The tripod and tetrapod gaits(figure 2.4) are commonly used by hexapods.
In the tripod gait two sets of three legs each are moved repeatedly. One could

18Wilson [201] (according to Hirose [72]) reports this to be the standard gait of insects. Wave gaits
are optimal in the sense that a static stability margin, see the next section, is maximized.

19Muybridge [127](according to McGhee and Frank [117, p.332]), reports this to be the typical gait
used by quadrupeds at slow gaits. McGhee and Frank [117] showed this to be an optimal statically
stable gait for quadrupeds.
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Figure 2.3: Illustration of support sequence for crawl gait with cycle time T , where
LF, RF, LR and RR stands for left front, right front, left rearand right rear respectively.

consider it an analogy to the trot for a hexapod. The tetrapodgait is also used
by animals and machines with six or more legs. Typically insects use the
tetrapod gait at slow speeds and the tripod gait at higher speeds.

In really rough terrain, cyclic gaits are not suitable and the free gait (Kugushev
and Jaroshevskij [95]; McGhee and Iswandhi [118]) is used instead. The support
sequence is rarely periodic and a recent paper by Chen et al. [19] contains a nice
overview of how free gaits can be generated.

• Thefollow-the-leadergait, is more of a strategy for leg placement than a gait.
Posterior feet are placed closed to, or a the same position, as the anterior
foothold. This way, all but the front legs use footholds thathave already been
used (Song and Waldron [174]).

• Discontinuous gaitsare used in very irregular terrain and are named so be-
cause the trunk motion is very discontinuous, because only one leg is moved
at a time. (Gonzales de Santos and Jimenez [34]).
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Figure 2.4: Gait diagrams of tripod gait and tetrapod gait.

2.4. Static balance

The early work (and recent work too) on stability analysis was based on the posi-
tion of the robot’s centre of mass (robot CM)20. In this study,PCM , denotes the
two-dimensional point obtained by projecting the CM onto a horizontal plane. The
first21 definition by McGhee and Frank [117] deals with locomotion over a horizon-
tal plane, using anideal legged locomotion machine, i.e. the trunk is modeled as a
rigid body, the legs massless and able to supply an unlimitedforce (but no torque)
into the contact surface at the feet’s contact points.

An ideal legged locomotion machine isstatically stable at timet if all
legs in contact with the support plane at the given time remain in contact
with that plane when all legs of the machine are fixed at their locations
at timet and the translational and rotational velocities of the resulting
rigid body are simultaneously reduced to zero.

McGhee and Frank then showed that their definition is equivalent to the condition
PCM ∈ Asup. From this condition, they define thestatic stability margin at a time

20The trunk’s centre of mass is often used instead of the entirerobot’s centre of mass.
21I.e. the earliest defintion found by the authors of this paper.
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t, as the shortest distance fromPCM to the support polygon’s boundary.
Song and Waldron [174] define22 thegait longitudinal stability margin(over a

stride of a periodic gait) to the be minimum of the distances from thePCM to the
front and rear boundaries of the support polygon. From this they define the static
stability of a gait:

A gait isstatically stableif the gait longitudinal stability margin is pos-
itive, otherwise it isstatically unstable(Song and Waldron [174]).

However, in this report a gait will be said to be statically stable if the static stability
margin is positive at all times during the locomotion, i.e. the condition [76]

PCM (t) ∈ Asup(t)∀t

is satisfied. Furthermore, the termsstatic balanceandstatically balanced gaitwill
be used instead of static stability. We wish to emphasize theuse of the condition
as a strategy to maintain balance (or a constraint on the motions) in order to avoid
falling over23.

With a static balance requirement, at least four legs are required for locomotion
if an ideal legged locomotion machine is assumed. For a quadruped, this greatly
reduces the maximum speed (compared to a trot gait for instance). Consider the fol-
lowing reasoning, similar to one by Waldron et al. [196]. First assume that moving
the legs vertically (including any footfall bouncing) takes no time. Then assume a
creeping gait, a constant trunk velocityVtrunk and a maximum velocity of the foot
with respect to the trunk,̂Vleg. Letd denote the distance that the trunk translates dur-
ing one step. This is also the distance that the leg must be transferred with respect
to the trunk during the transfer phase. Then we have

d = βTVtrunk

for the support phase of the leg and

d = (1 − β)T V̂leg

for the transfer phase, whereT is the step time. This gives us the following relation-
ship:

Vtrunk ≤ 1 − β

β
V̂leg

22They only consider tipping over a lateral axes.
23Other criteria are also used to avoid falling over; Hirose etal. [74] for instance compare different

energy based criteria. However, they are beyond the scope ofthis survey.
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2. Introduction to legged locomotion

For a quadruped, static balance puts a limit on the duty factor, β ≥ 0.75, resulting
in

Vtrunk ≤ V̂leg

3

Compare this to a trot gait withβ = 0.5 where the trunk velocity would be
limited as:

Vtrunk ≤ V̂leg

This is of course one reason not to use static balance. Another reason, given
by Raibert [149], is that mobility would improve, partly dueto reduced foothold
restrictions. Yet another drawback is that static balance is only valid as a criterion
to avoid falling over for a system that is not in motion. As an example, consider
what would happen if a robot that walks very fast suddenly stops: It would tip over
due to the inertial forces, even thoughPCM ∈ Asup up until the robot has tipped
over. However, falling over a bit is not necessarily bad at all times. Hirose and
Yoneda [76] suggest the concept of asafe walk, to be a walk where, if all joints are
suddenly frozen, the system still ends up in a (statically) stable equilibrium. This
concept does not imply a statically balanced gait, since falling is allowed as long as
the system ends in a safe configuration. Note also that a statically balanced gait does
not imply a safe walk, as illustrated by the tipping example above.

2.5. Dynamic balance

When a system does not use static balance, it should maintaina dynamic balance,
where the compensation of tipping motions takes place over time. Dynamic balance
is also referred to asactive balanceor dynamic stabilityin the literature [149]. In
general the termdynamic stabilityseems very loosely interpreted within the “walk-
ing community” and adynamic gaitis often any gait that is not statically balanced
at all times, i.e.∃t during the motion such thatPCM (t) /∈ Asup(t).

Hirose [76] points out that a statically balanced gait can beused arbitrarily slow
and defines adynamic walkby writing:

Under dynamic walk, the robot will begin to fall and will be unable to
walk as planned when the walking speed is reduced to a level such that
the dynamic effect of walking can no longer be expected.

This emphasizes the importance of the dynamic effects. For astatically balanced
gait, we could express this mathematically as follows:
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2.5. Dynamic balance

For a statically balanced gait with joint motionsq(t), the joint motions
q(εt), 0 < ε < 1 should simply result in a slower version of the same
gait.

Consider the trot gait for instance, where slowing down the joint motions would
result in a completely different type of walking.

Another kind of criterion for a walking system to bedynamically stable at a time
t is suggested by Karčnik and Kralj [24], where the system is said to be dynamically
stable if it can stop in a statically stable configuration without changing the support
polygon.

Vukobratovíc et al. [193] suggest defining astable locomotion systemby di-
viding the stability into three types24: orientation and height stability, (trunk) path
stability andstationary gait stability. They emphasize that any definition of stabil-
ity depends on a concept or a class of disturbances. Examplesof disturbances used
by Vukobratovíc et al. are external force disturbances and parameter variations in
a finite time period. They argue that since legged locomotionis naturally cyclic25,
these disturbances can be considered as variations in the initial conditions for the
next cycle.

Vukobratovíc’s definitions were given for a biped on a horizontal smooth sur-
face, but have here been modified to include a more general case.

• The orientation and height is considered stable if there exists a closed region
R, which encloses the undisturbed trajectory of the three orientation angles
and height, such that if disturbed by a disturbanced ∈ D, the trajectory returns
to the regionR as time goes to infinity.D is a class of disturbances.

To define the path stability, some kind of nominal trajectoryof theCM must exist.

• The path of the trunk is considered stable if theaverage velocity vectorreturns
toward its original direction and magnitude after a disturbanced ∈ D. The
average velocity vector is

vav :=
1

T

∫ T

0
v∂t

whereT is the period of a complete cycle.

24Vukobratovíc et al. used the terms posture stability and body path stability, but these were changed
for consistency.

25By which Vukobratovíc et al. mean that specific characteristics (defined from caseto case) in general
tend to repeat.
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2. Introduction to legged locomotion

A stationary gaitis characterized by the following factors (defined/calculated over
a stride) being constant: average forward velocity, stridelength, relative leg phases,
duty factor and stride duration.

• A stationary gait is considered stable, if the characteristic factors of the undis-
turbed system (represented as a point) lie within a volume, and if after a dis-
turbance, the characteristic factors returns and remains within that volume.

2.5.1. Center of pressure and dynamic stability margin

The concept of static stability margin as a stability index,can be directly extended
to include dynamic effects by using thecentre of pressureinstead ofPCM .

The centre of pressure,PCP , is defined as the point on the supporting
surface given by the intersection of the supporting surfaceand a pro-
jected line from the system’s center of mass along the direction of the
resultant force on the system (Lin and Song [108]).

Thedynamic stability margincan then be defined as the minimum distance between
PCP and the boundary of the support pattern. Alternatively, it can be defined as
follows [108]:

Sd = min
i

Mi

Wg

whereWg = msystemg is the weight of the robot andMi, the resultant moment
about thei:th border is calculated as

Mi = ei · (Fe × rGPi + Me)

whereFe andMe are the resultant force and moment. The unit vectorei points
clockwise along thei:th border andrGPi is a vector from the systems centre of mass
to any point on thei:th border. WhenMi is negative, this corresponds to a moment
that would tip the robot.

Note that there are other ways to define the center of pressure. By assuming that
L contact points lie in a horizontal support plane, the vectorfrom the origin to the
center of pressure can be defined as follows

rOPCP =

∑L
i=1

(

Fi
gnd · n3

)

rOPi

∑L
i=1 Fi

gnd · n3

whererOPi is a vector from the origin to thei:th contact point,Fi
gnd is the force ap-

plied to the machine at thei:th contact point. This is actually an alternative definition
of theZero Moment Point(ZMP).
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2.5. Dynamic balance

2.5.2. Zero Moment Point

The ZMP was introduced by Vukobratović and Stepanenko [194, 195], where they
suggest using the ZMP as a tool to plan motions. Following that lead, Shih et
al. [168] (20 years later) use the ZMP as one of several criteria to verify that their
biped’s planned trajectories are physically realizable during the single support phase26.
They define the ZMP as follows below, assuming a horizontal support plane.

The ZMP, i.e. the vector from the origin,rOZ , and the corresponding
moment,MZMP , are defined through the following equations:

rOZ ×
M∑

i=1

Fi
e + MZMP =

M∑

i=1

(
rOGi × Fi

e + Mi
e

)

MZMP · n1 = 0

MZMP · n2 = 0

rOZ · n3 = 0

whererOGi is the vector from the origin to thei:th rigid body’s centre of
mass.Fi

e is the (translational) inertial and gravitational force from the
i:th rigid body motion,Fi

e = −mignz − mi N ∂2rOGi

∂t2
. Mi

e is the rota-

tional inertial force from thei:th rigid body motion,Mi
e = −N∂Ji·N ωi

∂t
,

whereJ i is the inertia dyad for thei:th rigid body andNωi is the angu-
lar velocity of thei:th rigid body with respect to the inertial coordinate
systemN . The solution can be written explicitly in for instance the
inertial coordinates (Shih et al. [168]).

Shih et al. [168] use the criterion that the ZMP must belong tothe support area at
all times, for the planned motion to be “stable”. A problem with this definition is
that it assumes that all contact points lie in a horizontal plane, which in general is
unlikely when walking on irregular terrain. Takanishi and Lim [178] solve this by
introducing differentvirtual surfaces. In their control of the biped WL-12, they
plan compensating trunk motions27 to ensure that the ZMP will be within the virtual
surface, similar to the method used by TITAN IV and TITAN VI, described later in
this paper.

26During thesingle-support phase, a biped is supported by one leg only.
27Vukobratovíc and Stepanenko [194] basically suggested this idea way back in 1972. They used

biological data to fix the leg motions, and then used an algorithm to calculate the compensating
trunk motions in order to specify the motion of the ZMP.
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2. Introduction to legged locomotion

2.5.3. ZMP and stability

There are sometimes references in the literature indicating that keeping the ZMP
within the support area will guarantee a stable gait. This isindirectly discussed
by Vukobratovíc and Stepanenko [194]. They assume that all joints will track the
planned trajectories perfectly and can then calculate the magnitude of disturbances
that can be tolerated by the system (assuming a simplified model). In principle, this
corresponds to the stability of a four-legged chair that is tilted. If it is given enough
energy, it will fall over, if not it will fall back. The same reasoning approximately
applies to the walking system, except that all joints are assumed to track their desired
trajectories perfectly.

2.6. Miscellaneous joint and leg controller types

There are a lot of different control methods (position control, force control, impedance
control etc) used as subparts within the controllers for walking machines. A few of
them are listed below with references to where to look for more detailed information.

• Position controlwill be used to denote any method to track a reference po-
sition or trajectory. It will sometimes also include tracking not only of the
position, but also of a velocity reference. Very often, simple P- or PI-control
is used for position control.

• Impedance control,loosely put, means not only controlling the position (of a
foot for instance), but also its dynamic behaviour. See for instance Tzafestas
et al. [184] for an example of impedance control, or Hogan’s three articles on
impedance control [78, parts I, II and III].

• Artificial Neural Networks(ANN) includes a large variety of control methods.
For a good book on the subject, see Haykin [64].
Cerebellar modeled articulation controller(CMAC) is one example of an
ANN that Lin and Song [109] use for hybrid position/force control of a quadruped.
Kun and Miller have also used it for their UNH Biped [98,99].

There are other methods such as stiffness control, damping control, combined stiff-
ness and damping control etc, that Lin and Song [109] compareto their CMAC.
Even more methods, such as fuzzy control etc are used in walking controllers, but
are beyond the scope of this survey.
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3. Controller examples

The next sections will describe a few examples of legged machines and describe
how they are controlled. These examples were chosen after a brief survey of a lot of
legged robots, so as to try and cover a broad spectrum of control principles. How-
ever, there is no guarantee that this was achieved, and important principles such as
those used by hopping robots are not described in detail. Norare there any examples
of robots controlled by neural oscillators or ANN’s for instance, only an example of
a simulated robot (section 3.4). One practical criteria forselecting these groups were
that there should be a reasonable level of information available, which is not the case
for all robots (consider the Honda Humanoid robot for instance).

For each example, we have tried to include some information about the robot
(e.g. physical properties), since we believe this to be relevant to the control. How-
ever, the main purpose of each example is to explain the principles of the controller
and give a reasonable level of detail.

The first example (section 3.1) describes the controllers ofthree robots (TI-
TAN III, TITAN IV and TITAN VI from Tokyo Institute of Technology), since
their control architectures are very similar. The controllers are mainly delibera-
tive, but vary from using pure position control (TITAN III) to partial force control
(TITAN VI).

The second example (section 3.2) describes the controllersof three different
robots (The ASV from Ohio State University, and Ralphy and SAP from Laboratoire
de Robotique de Paris) that use very similar control principles. These controllers are
also mainly deliberative, but the motion could be considered driven by the desired
acceleration of the trunk.

The third example (section 3.3) describes an example of a hybrid DEDS con-
troller of the robot Thing from University of Massachusetts. This is an example of
a reactive controller.

The final example (section 3.4) describes the biologically inspired control of a
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3. Controller examples

simulated stick insect. This work was done at the Universityof Bielefeld. Although
no specific robot was used with this controller, the ideas behind this controller have
been used by others.

Note that the terminology has sometimes been changed with respect to the orig-
inal references in order to achieve a more consistent description.
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3.1. Deliberative controllers I

a) Titan III

b) Titan VI c) Titan VI

Figure 3.1: The robots TITAN III (a), TITAN IV (b) and TITAN VI (c) [77].

3.1. Deliberative controllers I

This section will describe three examples of hierarchical,deliberative controllers
and a posture control algorithm for rough terrain. These have been developed at
the Tokyo Institute of Technology, in the Hirose and Yoneda Lab and used with the
quadruped robots TITAN III [68], TITAN IV [71] and TITAN VI [69] [70].

The robots (figure 3.1) are actuated by DC motors and have about 1.2 meter
long legs that are based on GDA-principles. They do however differ in mass and
kinematics; TITAN III weighs 80 kg, TITAN IV weighs 160 kg andTITAN VI
weighs 195 kg. TITAN VI also has a linear joint in the trunk, allowing it to better
ascend steps. Furthermore, its feet have elastic padding for better performance on
irregular surfaces.

Since the more recent controllers were based on the oldest controller, they have
a common structure that is described below. Therefore, onlythe details that sepa-
rate the controllers will be described in the following sections. The oldest controller
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Navigation (Human operator)
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collision avodiance
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Figure 3.2: Overview of deliberative control structure of TITAN robots.

(section 3.1.1) only achieved statically balanced walkingwith TITAN III, whereas
the other controllers (section 3.1.2 and 3.1.4) achieved dynamically balanced walk-
ing with TITAN IV and TITAN VI. The latter robot has also been used with the
postural control algorithm (The Sky-Hook suspension, section 3.1.3).

The common structure

The main idea in these controllers is to combine feed-forward with feedback. Ref-
erence trajectories and/or gait parameters (feed-forward) are generated and tracked,
and another (feedback) part copes with unexpected events (using reflexes) and ter-
rain roughness. However, Hirose et al. found that simple reference tracking alone
could achieve statically balanced walking [66] and even dynamically balanced walk-
ing [71].

Figure 3.2 illustrates a common structure of the controllers, where the dashed
blocks represent a vision system, that was originally assumed to be available by
Hirose et al. [66]. It was supposed to provide the controllerwith information about
terrain type and height etc. Later, Yoneda et al. [209], stated that there (in 1994)
were no such vision systems available and emphasized the need for a feedback part
for rough terrain (such as the Sky-Hook suspension algorithm, section 3.1.3).

The control structure is hierarchical with three levels:

• Level A performs global path planning, giving directional commands result-
ing in a global path command, but the robot is only required tofollow the path
approximately.
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3.1. Deliberative controllers I

• LevelB is an “intelligent gait control system”. This level performs two major
planning tasks intermittently:

– The global path is modified based on a local terrain map to avoid and
pass obstacles, producing a local path (reference) for the trunk.

– The gait is planned by determining parameters such as which leg(s) to
swing, footfall position(s) and the trunk’s translation and rotation during
a step1. Planning is done for the next step during the current step, and
assumes that the current plan will be accurately executed.

• LevelC generates/tracks reference signals and generates emergency motions
(i.e. reflexes). It is implemented as a sampled system and executes continu-
ously.

– The emergency motions block handles reflexes for events suchas a foot
striking an obstacle, by assuming command of the system. All(other)
motions are suspended until the situation has been resolved(i.e., until
the foot has been lifted over the obstacle).

– The planning is based on accurate execution of the current step. There-
fore, an “irregularity absorbing gait” is used to ensure a correct footfall
(position), i.e. the other levels of the controller waits ifnecessary.

The next section will describe the controller for static walking in more detail.

3.1.1. Statically balancing controller

This section describes a controller that executes the statically balanced “standard
crab-walk gait”. Figure 3.3 illustrates the architecture2 and contains more of the
details in levelB andC than figure 3.2. The gait will first be described briefly and
then how the controller works.

The gait

The “standard crab-walk gait” is a combination of a free gaitand a crab gait. A
step is here defined [72] as the time interval between two consecutive footfalls. The
algorithm that generates the support sequence selects the next transferring leg and
foothold target in each step. If possible, it selects the support sequence of the crawl

1The exact definition of a step depends on the type of gait implemented, see the following subsec-
tions.

2See the reference [66] for details.
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Figure 3.3: Controller for a statically balanced gait, see section 3.1.1 for details.

gait. See the references [72] and [66] for details about the algorithm. This algo-
rithm was later extended by Hirose and Kunieda [73] to removethe requirements of
prismatic leg workspaces and horizontal attitude.

The robot’s orientation is fixed in the “standard crab-walk gait”, but Hirose et
al. have added turning through the use of the “standard circular gait” [67].

How it works

Level B is executed once during a step to plan for the next step. Aftergenerating
the local path by modifying the global path (B1), the gait is first planned (B2) and
then used to determine the parameters for the reference trajectories (B3). LevelC
generates and tracks the reference signals.

Horizontal gait planning The horizontal gait planning algorithm uses the feet’s
initial position, crab-walk angle, duty factor and information about leg workspaces
to:

1. Determine which leg that will be transferred next, by checking if the standard
leg-sequence of the crab gait can be used. Otherwise, the legwith the longest
possible transfer distance is used
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3.1. Deliberative controllers I

2. Determine the CM shifting distance during initial four-legged support phase,
under a static balance constraint.

3. Determine the CM shifting distance during the three-legged support phase,
under a static balance constraint.

4. Determine the next foothold of the transfer leg. Care is here taken to select a
foothold that does not cause dead-lock later on. Map information is also used
to exclude candidate footholds.

Vertical gait planning The vertical motion is planned as follows:

1. The (supporting) front feet are used to estimate the terrain height for the inter-
section point defined by the intersection of the line connecting the front feet
and the (planned) horizontal CM trajectory.

2. The desired height at the next step switching point is thenlinearly interpolated
from the current height and the necessary height over the intersection point.

Trajectory and velocity planning The planned trunk velocity is first reduced
if necessary. Then the horizontal velocity of the transferring leg is determined based
on the time it takes to raise the foot (assumes maximum vertical velocity). The time
that should be spent in the up, transfer, down and support phases are also calculated.
More detail about planning transferring leg trajectories can be found in reference
[210].

Level C Level C is a sampled (f = 50 Hz [66]) controller, that tracks foot ref-
erence positions using P-controllers. The horizontal references are calculated by
integrating the (velocity) parameters from levelB and different parameters are used
for each phase. To eliminate drift over several steps, the measured foot positions are
used as initial values for the integration at the beginning of each step.

The vertical reference for the transfer foot is calculated similarly, but the ref-
erence height for thej:th supporting foot at sample timen∆t, zd

j , is calculated
according to:

zd
j = zm

j (n∆t) + z∗j (n∆t) − zm
j (n∆t) +

C1(−xm
j (n∆t)θp + ym

j (n∆t)θr) +

C2∆z

wherezm
j (n∆t) is the average measured supporting leg height, andz∗j (n∆t) is the

integrated desired vertical body velocity (initialized with zm
j (0)). Thusz∗j (t) gives

the desired body height with respect to the average height. The terms on the first row
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3. Controller examples

adds a vertical component that is common for all feet, i.e. the desired trunk height.
The second row corrects for the trunk’s roll,θr and pitch,θp, where the measured
horizontal foot position comes fromxm

j andym
j . Finally, the third row is only added

when a supporting foot accidentally loses contact with the ground.

Emergency actions The emergency actions are performed as follows (details
in the reference [66]):

• If a transfer leg hits an obstacle, the robot stops all motions and performs a
retract-and-elevate reflex. Normal motions will resume if the leg can pass the
obstacle while moving forward slowly (and upward if a proximity detector
indicates an obstacle). Otherwise, the estimated obstacleposition is mapped
as prohibited and a search for a new foothold (in levelB) is done before
normal operation resumes.

• If a transfer leg does not achieve footfall at a desired instant, the trunk motion
stops immediately and the transfer leg descends vertically. If a foothold still
cannot be found, this position is mapped as prohibited and a search for a new
foothold is done before normal operation resumes.

• If a foothold at footfall is found to be unstable3, the corresponding area is
mapped as prohibited and a search for a new foothold is done before normal
operation resumes.

The next section will describe a modified version of this controller that allows dy-
namically balanced walking.

3.1.2. Dynamically balancing controller
— The expanded trot gait

To achieve dynamically balanced walking, Hirose et al. introduced the “expanded
trot gait” and a modified controller [71]. The gait will first be described briefly
(details in the reference [208]) and then how the controllerworks.

The gait

The “expanded trot gait” is designed to combine the advantages of the statically and
dynamically balanced walking. Here a walking cycle consists of twowaves, where
a wave is the time interval from the lifting of a forward foot until the placing of the

3E.g. the contact sensors on the foot indicate that it is closeto an edge.
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3.1. Deliberative controllers I

Time

Figure 3.4: Diagram illustrating a “wave” in the expanded trot gait.

diagonal (rear) foot. There is always (at least instantaneously) a four-legged support
phase when a wave ends and the next begins, as illustrated in figure 1.

Hirose et al. emphasize [71] that this is a safe walk, i.e. in case the robot
stumbles, the feet can immediately be set down and the four-legged phase resumes4.

How it works

Figure 3.5 illustrates the controller for the expanded trotgait. There are three major
changes:

• The local path generation (B1) produces a desired velocity in addition to de-
sired body position and re-planning is done after a specific distance.

• The gait planning (B2) is executed once for each wave, planning one wave
ahead of time. It is now based on the expanded trot gait and thestatic stability
criterion is not used, instead the body motion is now planned(C1) to maintain
dynamic stability using a ZMP criterion.

Horizontal gait planning The current segment of the commanded local path is
approximated as a straight line, corresponding to a wave, and the horizontal motion
is then planned:

1. Select the next leg to be transferred.

4There is of course no guarantee that it will not tip over, although it has all feet on the ground.
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B1. Local path planning
B2. Gait planning
 a) Horizontal gait planning
 b) Vertical gait planning

C1. Cont. gait planning     
 a) Swing leg trj.
 b) Swaying body motion.
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Figure 3.5: Controller for the expanded trot gait, details in text.
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Figure 3.6: Planned trunk trajectory, details in text.

2. Do a map search for the next foothold. The start position ofthe search is
determined from the following data:

• The planned trunk CM position at the time of the next wave switch
• Leg workspaces
• An estimate of the duty factor based on the commanded local path

3. Determine trunk position at the next wave switch using thepreviously deter-
mined foothold.

4. Determine the velocity and (precise) duty factor based onthe local path.

Vertical gait planning The vertical motion planning is done as described in the
previous section.

Level C — continuous gait planning LevelC1 plans a continuous leg trans-
fer trajectory and a trunk trajectory that maintains the ZMPwithin the support pat-
tern (or on the diagonal support line during the two-legged support phase) [208].
Figure 3.6 illustrates a planned trunk trajectory, where each wave is divided into
two statically balanced phases and one dynamically balanced phase. The following
parameters are required for planning:

• The wave start and end times.

• The duty factor and duration of phases.
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• Orientation, position and velocity of the trunk CM at the start of the wave.

• The desired heading in the first phase of the following wave.

• The desired CM velocity and footholds at the end of the wave.

The acceleration along the commanded straight line is constant during a wave and
the orthogonal acceleration can change continuously to control the ZMP. Dynamic
effects of leg motions are neglected.

The velocity in the y-direction (see figure 3.6) is chosen to be constant during
the statically balanced phases and a slight velocity discontinuity is allowed during
wave switching (i.e. when in a four-legged stance). To calculate the trajectory, y-
acceleration is planned so as to maintain the ZMP on the support line. The resulting
trajectory is calculated in local coordinates (x,y), transformed to a ground frame and
finally to a trunk frame.

A side-effect of neglecting the dynamic effects of leg motions was that this
caused unwanted trunk oscillations [207]. The algorithm inthe next section, is
useful to suppress these oscillations, but also to suppressground disturbances, i.e.
an inaccurate terrain map.

3.1.3. The Sky-hook Suspension

This section describes how the Sky-hook Suspension algorithm provides active sus-
pension to suppress ground disturbances. It implements a virtual spring/damper
system that “suspends” the trunk in an ground reference frame, by modulating the
vertical leg forces.

The goal is to minimize trunk oscillations in a dynamically balanced walk, using
a combined feedback and feed-forward algorithm:

1. Plan a suitable desired (feed-forward) leg force, assuming no disturbances.
2. Modify the desired force (feedback) to maintain the desired trunk orientation

and height.

Each leg is force controlled in the vertical direction during the support phase and po-
sition controlled during the transfer phase. Switching between the two control types
is activated by foot force sensors (and leg height thresholds to avoid chattering).

The desired vertical force,Fff,l for leg l, is calculated directly from the desired
trunk torque and vertical force in the two- and three-leggedstances. For a four-
legged stance, the feed-forward force is planned based on a linear interpolation of
the planned leg forces of the two- or three-legged stances just before and after the
four-legged stance.
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3.1. Deliberative controllers I

When in a two-legged stance, only the torque perpendicular to the support line
is distributed since the legs are assumed to only apply forces. Yoneda et al. [209]
argue that it works because there are also three- or four-legged stances (in the case
of pure trotting, they argue that it works because of the alternating orientation of the
supporting line).

A gyroscope is used to estimate the orientation, but to estimate the height, a
weighted average is used,

zG =
−∑4

l=1 Fff,lzGl
∑4

l=1 Fff,l

,

wherezGl is the height of each leg. The purpose of the weights is to eliminate
discontinuities in the estimated height, which would otherwise cause discontinuous
desired forces.

The next section describes a second controller for dynamic walking that is based
on similar principles, but with a gait that is simpler than the expanded trot gait.

3.1.4. Dynamically balancing controller
— The intermittent trot gait

Yoneda et al. [207] discovered that the transferring legs intheir previous controller
(section 3.1.2) caused the trunk to oscillate at high speeds, due to neglected inertial
effects. To reduce these effects (still modeling the legs asmassless), they introduced
the intermittent trot gait, where the diagonal legs are swung in phase. The gait
handles a range of duty factors (0.5 ≤ β < 1) and allows omnidirectional translation
and rotation around a vertical axis. However, it assumes walking on a horizontal
surface and always attempts to maintain a horizontal attitude. This gait was tested on
the TITAN VI and will be described next, followed by how the planning algorithm
works.

The gait

Each cycle in the intermittent trot gait consists of two steps, as illustrated by the time
intervals[T0, T1) and [T1, T2) in figure 3.7a. There is always a two-legged stance
phase,(T0, Ts), in each step and ifβ > 0.5, there is also a four-legged stance phase
[Ts, T1], whereTs is defined byTs − T0 = 2(1 − β)(T1 − T0).

As seen from the diagram, a pair of diagonal legs are always swung simultane-
ously. To simplify planning, each pair is therefore considered to constitute a virtual
leg with a position and orientation. The position is illustrated (figure 3.7b) by the
base of the arrow and the orientation by the direction of the arrow. Note that the
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orientation corresponds to the direction of the support line plus an offset related to
the “normal” leg configuration.

Since the distances between the corresponding feet and the virtual leg are as-
sumed equal, it is straight forward to convert from virtual leg position and orienta-
tion to the real foot positions.

How it works

There are two major parts in the planning algorithm: planning of leg motions and
planning of trunk motion. Prior to each step (i.e. at lift-off), the next virtual foothold
is first planned. The trunk motion is then planned to maintainthe attitude based on a
ZMP criterion together with other imposed criteria that causes the trunk to “follow”
the virtual legs.

Planning of virtual footholds The use of virtual legs allows a simple planning
algorithm for the next virtual foothold based on the desiredtrunk linear and angular
velocity. To plan the next virtual foothold, the desired velocities are multiplied with
the transfer time to calculate a step length that is used to translate the virtual leg’s
foothold at the time of lift-off. The transfer time is derived from the duty cycle and
step cycle time, given as parameters from a higher level. When standing still, a
standard formation is planned.

Planning of trunk motion The trunk orientation is planned by integrating the
desired angular velocity. Trunk motion orthogonal to the current support line (solid
in figure 3.7c) during the two-legged stance phase is derivedfrom a ZMP criterion.
Otherwise, it is calculated as the integration of constant velocities for the different
phases

[
T0,

T0+Ts

2

)
,
[

T0+Ts

2 , Ts

)
,
[
Ts,

Ts+T1

2

)
and

[
Ts+T1

2 , T1

)
.

During the first two phases (during the two-legged stance) the motion perpen-
dicular to the support line, is given by

ΦZMP (t;T0, y0, ẏ0) = y0 cosh
(√

g
H

(t − T0)
)

+

ẏ0

√
H
g

sinh
(√

g
H

(t − T0)
)

whereg is the coefficient of gravity,H is the height of the trunk CM,y0 andẏ0 are
the distance and velocity orthogonal to the support line att = T0. This motion is
derived from the condition that the ZMP remains on the support line (based on a
simple linearized inverted pendulum model). The conditionis necessary to maintain
a constant attitude and there is no freedom in the choice of this motion. However,
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Figure 3.7: Illustrations of: a) the intermittent trot gait, b) virtuallegs and c) reference
frames. Details in text.
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the motion parallel to the support line can be chosen more freely, but the velocities
for the different phases above have to be chosen5 so as to cause a convergence that
keeps the trunk from “drifting” away from the feet. Furthermore, since there will be
another two-legged support phase in the next step, this is taken into account by using
a ZMP criterion together with a symmetry condition to derivethe motion parallel to
the current support line. To handle duty factors greater than 0.5, the virtual support
line (dashed in figure 3.7c) is introduced by defining it as being parallel to next
support line (dotted in figure 3.7c) and with a virtual foot atthe point

Ps =
(Ts − T0)P2 + (T1 − Ts)P1

T1 − T0
,

whereP1 andP2 are the positions of the current and the next “supporting” virtual
leg, respectively. This line is used, instead of the next support line, with the ZMP
criterion to plan a suitable motion parallel to the current support line. In addition
to the ZMP criterion, there are also criteria with the purpose of achieving small
velocity variations and a trunk CM velocity at the timet = T1 that is parallel to the
line between the trunk CM position at timest = Ts andt = T1.

Finally, it should be noted out that there are some typographic errors in the
reference [207] with the details of this algorithm. The reader should therefore be
careful when reading it.

3.1.5. Summary and discussion

To sum up how these controllers work, let us begin with TITAN III.

TITAN III The trunk motion is planned based on the desired path, terrain data
and a static balance criterion. This is then used to determine and plan the spatial
trajectories of the feet. Finally, inverse kinematics (trivial here) gives the motion of
the joints. However, this alone would not work well in irregular terrain, so balance
is maintained by modifying the leg reference trajectories to achieve a horizontal
attitude. The reason why the trunk should be kept horizontal, is of course the use
of GDA:s. The support sequence is determined for each step using an algorithmic
method, based on the standard crawl gait.

TITAN IV Actually, the control principles are very similar to that ofTITAN III.
The trunk motion is here planned to meet a ZMP criterion, i.e.the ZMP is kept
within the support pattern at all times. Further, the algorithm that determines the
support sequence is now based on the expanded trot gait.

5For simplicity, they are chosen to be constant during each phase.

60



3.1. Deliberative controllers I

TITAN VI The ideas for considering dynamic aspects have been furtherdeveloped,
based on the intermittent trot gait. By using this new gait, the algorithm to generate
the support sequence is also much simpler. In addition, the Sky-Hook suspension
algorithm explicitly considers the problem of maintaininga desired attitude. As a
part of this, force tracking was introduced in the vertical direction during the legs’
support phases.

A common aspect of these controllers is the fact that the trunk’s motion (hori-
zontally at least) is “kinematically driven”, i.e. the controllers generate the desired
trunk motion by moving the feet in a planned manner.

Performance

All of the machines have actually walked. The performance varies from 0.18 m/s
(TITAN III) and 0.4 m/s (TITAN IV) up to 1 m/s (TITAN VI) on flat surfaces.
Besides achieving the highest speed, TITAN VI could also walk (0.125 m/s) on
irregular terrain6.

The next section will now describe controller examples, where we consider the
motion to be “force driven”.

6The terrain was unknown and varied about 0.1 meter vertically.
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Figure 3.8: Overview of control structure.

3.2. Deliberative controllers II

This section describes two types of hierarchical, distributed and deliberative con-
trollers. The first controller has been used with the Adaptive Suspension Vehicle
(ASV). The ASV is a hexapod that was developed at the Ohio State University
(1982–1990) as a “proof-of-concept” that a walking machinecan be built at a useful
scale.

The second controller type has been used7 (in slightly different versions) with
the robots RALPHY, SAP and BIPMAN. RALPHY and SAP have been developed
at the Laboratoire de Robotique de Paris (LRP) and BIPMAN at Laboratoire de
Genie de Biomecanique et Biophysique (LGMBP).

The common principle behind these controllers is describednext, followed first
by some information about the ASV (section 3.2.1) and then how the controller
works (section 3.2.2). Some background on RALPHY, SAP and BIPMAN (section
3.2.3) is given, but since the basic principles are similar to that of the ASV, only the
differences are really considered (section 3.2.4). Instead, the focus lies with some
work at LRP in the generation of leg reference trajectories.

The common structure Figure 3.8 illustrates three levels in this common con-
trol structure. The supervisor provides a desired trunk motion, that is used by the
trunk controller to generate commands to the individual legcontrollers, one for each
leg.

7We have only found simulation results.
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Figure 3.9: The Adaptive Suspension Vehicle weighs about 2700 kg, with dimensions
5.8 × 2.2. × 3.1 metres (L× W × H) [139].

The main idea lies within the trunk controller, where a desired trunk acceleration
is computed (based on the error in desired trunk velocity or trajectory). This accel-
eration is then used to compute a desired trunk wrench, i.e. anet force and torque
on the trunk. Since this wrench must be applied by the supporting8 legs, a force
distribution algorithm is used to calculate desired forcesfrom the individual legs. In
essence, this is a kind of force or acceleration control on the trunk. Note however,
that this requires some kind of force tracking capabilitiesin the leg controllers.

3.2.1. The Adaptive Suspension Vehicle

The ASV shown in figure 3.9 is a machine with impressive performance and will be
described in some detail. Normal operation requires 37 kW (22 kW for mechanical
work) and it is powered by an on-board gasoline engine.

Everything, including a human operator, is on board. The computer system
includes two special purpose processors, one to sample and process terrain elevation
data from a laser scanner (at 2 Hz), the other to compute forcedistributions (in 1
ms). To estimate position and orientation, there is also a specially developed inertial
measurement system based on a vertical gyroscope, angular-rate gyroscopes and
accelerometers.

8Inertial effects of transferring legs are ignored.
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Figure 3.10:Overview of ASV control hierarchy.

The six legs each have three degrees of freedom in a planar pantograph con-
figuration, where the actuators work independently in the sagittal plane. Velocity
controlled hydraulic actuators are used9, that for small signals allow velocity con-
trol up to 50 Hz and a response time less than 10 ms. Joint positions and velocities
are measured using encoders, while differential pressure sensors are used to measure
ground forces. To save weight, the legs have a compliant structure, which results in
a low trunk resonance frequency (0.5 Hz for some axis).

Waldron et al. [196] describe design considerations, whilePugh et al. [146]
give a comprehensive technical description of the vehicle and its systems, including
its control. The feet and other parts of the ASV are also described by Song and
Waldron [174].

3.2.2. The ASV controller

The ASV control hierarchy is illustrated in figure 3.10.

• The supervising is done by a human operator that also selectsoperating mode.

• The trunk controller plans motion and controls balance, based on the com-
mands from the operator and operating mode.

9Each joint has its own variable displacement (flow) pump. A swash-plate in each pump regulates
the flow and the plate is controlled by a rotary hydralic actuator, that in turn is controlled by a
two-stage servovalve.
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• The leg controllers use position control for transferring legs and force control
for supporting legs.

The operating modes will be described next, followed by a brief description of how
planning is done. Then the algorithm to control the trunk’s motion is described and
finally the leg controllers.

Operating modes

Each operating mode uses a slightly different algorithm to generate and coordinate
the trunk and the leg motions. All but the obstacle crossing mode have been fully
implemented and field tested. The operating modes are: utility, precision footing,
close maneuvering, terrain following and follow-the-leader. They will be described
in some detail, since some of them might be useful to implement in other walking
machines.

1. The utility mode is used for start-up and shut-down (the ASV lies on the
ground) allowing the operator to manually place and calibrate the legs.

2. Theprecision footing modeis used to manually control one leg at a time (or
the trunk) without changing the support pattern. When controlling the trunk,
the operator gives the desired velocities for all the trunk’s degrees of freedom.
The trunk control described in section 3.2.2 is used in this and the modes
below. Switching between modes always passes through this mode.

3. Theclose maneuvering modeuses the tripod gait to walk over relatively smooth
terrain with only small obstacles. The operator gives the desired horizontal
and yaw velocities, while the roll and pitch are automatically controlled.

Leg motions are generated by the planning software to minimize the transfer
time, where the ground is assumed to be a plane through the supporting feet,
or the terrain map is used. To avoid the automatic deceleration that occurs
when the planner fails, (see p. 66) the desired velocities are limited by the
following procedure:

a) Calculate the maximum time the current tripod support pattern can be
used, based on the given velocity command, leg workspaces and force
constraints.

b) Calculate the minimum leg transfer time, based on leg liftheights and
terrain profile.

c) Compare the times to determine the highest attainable speed.

4. The terrain following modeuses a free gait to walk over relatively smooth
terrain with a moderate number of small10 obstacles. The operator gives the

10Small relative to the vehicle.
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desired horizontal and yaw velocities, while the roll and pitch are automati-
cally controlled.

Leg lift height is calculated automatically from the terrain map and the legs
are used in a sequence based on a free gait algorithm:

a) Calculate the temporal workspace limit for each supporting leg, i.e. the
time before the leg reaches a workspace limit.

b) The next leg to be raised, is the one with the smallest limitthat can be
lifted without violating stability.

c) Raised legs are kept in a ready position until a foothold isfound.

Footholds are automatically selected from the terrain map,to be as close as
possible to a nominal position (based on the vehicle’s velocity). Note that
infrequent deadlocks are not an important planning problem, since the human
operator can handle these manually.

5. Thefollow the leader modeuses the follow-the-leader-gait, for severe terrain
with relatively few footholds. The operator gives the desired velocities for
all the trunk’s degrees of freedom and selects footholds forthe front legs.
Then the middle and rear legs automatically use footholds close to the front
legs’ footholds. The sequencing of the legs are fixed, but independent for the
left and the right side, where the times of lift-off and footfall depend on the
relative position of the footholds with respect to the trunk.

6. Theobstacle crossing modeis used to cross vertical-step obstacles.

Planning

The exact use of the planning algorithms depend on the operating mode. Below, the
more general principles for planning the spatial referencetrajectories for the trunk
and transferring legs are described; remember that the operating mode also affects
the support sequence. During planning, the terrain elevation data is used to check if
footholds are viable by estimating their slopes.

Trunk trajectory planning The planning software (and the balance control de-
scribed in the next section) is used with all the modes exceptthe utility mode. It
determines how closely the commanded velocity can be tracked without violating
the condition that the machine remains stable, here that theforce distribution algo-
rithm can find a feasible solution. Another aspect of the planning is that there is
always a current plan, that consists of two parts. The first part aims to achieve the
commanded velocity, whereas the second part contains a planto decelerate and stop
in a statically stable configuration. This means that if the planner fails to find a new
trajectory, the second part can always be used to stop safely.
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If the commanded velocity requires too large accelerations, e.g. they require
too large leg forces, the planner iteratively changes the command to try and find an
acceleration that does not violate the constraints. The planner neglects the effects of
transferring legs.

Leg trajectory planning and generation Parameters for the transfer motions
are first planned and used to generate position references. The effect of trunk mo-
tions is neglected and the trajectories are planned as follows:

1. The planner receives a motion command with constraints such as foothold
position, velocity at footfall and time-window for the event.

2. The leg trajectory is partioned into segments and for eachsegment:

a) The boundary conditions (endpoint position, velocity and time) are cal-
culated assuming constant acceleration.

b) A 5th order polynomial is fitted to the segment (results in smooth accel-
erations).

After planning, the leg trajectory is repeatedly generatedas follows:

• The current 5th order polynomial is evaluated each 50 ms.

• The leg trajectory is modified with respect to kinematic limitations and leg
collisions.

• A simplified 2nd order polynomial valid for 50 ms, is sent to the leg servo
controller.

• The leg position controller evaluates the 2nd order polynomial every 10 ms to
get the desired position.

Balance control

In addition to planning, the trunk controller (figure 3.11) tracks the desired trunk
motion (sample time 60 ms). To do this, the trunk11 servo needs accurate and fast
motion estimates from the Inertial Measurement System. Themotion error (in po-
sition, orientation and corresponding velocities) is multiplied with gains to compute
a desired acceleration command. To this command a feed-forward term is added
to generate a desired trunk acceleration and a simple inverse dynamic model then
gives a desired trunk wrench. Finally, the force distribution algorithm calculates the
desired forces for the supporting legs.

11The term “Body servo” has here been changed to “Trunk servo” for consistency in terminology.
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Figure 3.11: ASV trunk controller. Only one of the reference types are used at a time
by each leg controller.

The implementation is reported to be stable with respect to the number of sup-
porting legs and leg placement. It is also reported to work extremely well in soft
soils (slippage) because of the force tracking.

Force distribution The task of the force distribution algorithm is to select a
combination of leg forces that gives the desired trunk wrench. A criterion on the
solution is that there should be no opposing leg forces and the implementation is
divided into two steps for speed.

1. First preliminary estimates of the vertical forces are calculated and used as
weights when determining the horizontal forces (using an approximation of
friction coefficients), that achieves the desired horizontal forces and the yaw
torque.

2. Then the vertical forces are determined to achieve the desired vertical force,
roll torque and pitch torque.

If a maximum force constraint is reached, the correspondingforce is fixed to its
limit and the remaining forces are recalculated. In case toomany limits are reached,
a least square solution on the errors in the desired forces isused instead.
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Figure 3.12: The photo (from [12]) shows the hybrid wheeled and legged robot SAP
with dimensions0.5× 0.3.× 0.6 metres (L×W×H) . The wheels are passive and the
system is used to test leg reference trajectories and control.

Leg controllers

The leg controllers operate in either position or force control mode. In both modes,
temperature variations, wear and leakage make the control difficult. This is com-
pensated for by adding feed-forward terms that are estimated on-line. Note that the
position control only uses a position reference and that theforce control exploits the
leg’s compliance.

3.2.3. RALPHY, SAP and BIPMAN

This section gives a background on the robots RALPHY, SAP andBIPMAN and
the next section will describe briefly how their controllersdiffer from the ASV con-
troller. However, the focus is on work at LRP on the generation of leg reference
trajectories.

The work on the control structure described in the next section began at the
Laboratoire de Robotique de Paris (LRP) where first RALPHY and later SAP (figure
3.12) were built. RALPHY [191] [190] [125] is a quadruped, whereas SAP [61] is
a hybrid legged and wheeled structure, built to study generation of leg reference
trajectories and control. Lately, they have started working on an approach they call
Controlled Limit Cycles [124] where they attempt to controlthe energy within the
system to achieve and control fast leg motions. This is however beyond the scope of
this report and not discussed further.

Around 1995, some researchers moved to the Laboratoire de Genie de Biome-
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canique et Biophysique (LGMBP) and continued in a slightly different direction
with the biped BIPMAN. The basic control structure [54] is very similar to that
of RALPHY and SAP. However, Guihard and Gorce [60] [59] arguethat BIP-
MAN’s local joint impedance controllers are computationally more efficient than
RALPHY’s and SAP’s leg impedance controllers [183] [184].

Another difference is that the work at LGMPB focuses more on higher level
control, such as adaptive criteria under external perturbations [188] [40], learning
[53] and postural control [55] [52]. The higher level control is essentially based
on adapting the constraints on the force distribution algorithm with the Real-Time
Criteria and Constraints Adaption (RTCA) architecture [188].

The control of BIPMAN is not further covered in this survey, due to space and
time constraints, although we consider their work on the higher level of control
to be quite interesting. However, we have so far only found simulation results on
BIPMAN. This is also true for RALPHY, for which we have found no report that it
has actually walked. SAP on the other hand has been used in real experiments.

The legs of RALPHY and SAP are about 0.4 metre long and weighs about 1 kg
with two12 revolute joints, a hip flexion/extension and a knee flexion extension joint.

The robots use pneumatic actuators that are controlled using an electropneu-
matic four-way servo-valve (torque motor+two penumatic stages) that is controlled
by an electrical current. The valve controls the flow and regulates the chamber pres-
sures, i.e. the joint torque, from an air pressure supply (10bar).

3.2.4. The control

The control ideas originate from manipulation (Gorce et al.[56]). Originally, the
goal was to track a spatial reference trajectory, assuming position control. Later this
changed to impedance control that (with constant parameters) avoids the problems
of switching controllers [184].

Figure 3.13 illustrates the control structure that is similar to that of the ASV.
The supervisor here determines gait parameters (duty factor etc) and the trunk level
is very similar to that of the ASV. One difference is however,that the leg refer-
ences are both spatial references and force references. Another difference is in the
implementation of the force control, see section 3.2.4.

Note that the discussion of the control structure in this section assumes its appli-
cation to RALPHY (the application to BIPMAN is similar [60],except it has arms).

12Villard et al. [190] reported plans to add electric hip abduction/adduction actuators, with the moti-
vation that this would be necessary for turning. We have not found any further information, instead
it seems that SAP was built. However, note that it is not always necessary with three joints per leg
in order to turn as illustrated by for instance the SCOUT robots [17].
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Figure 3.13:RALPHY Control structure.

However, the SAP implementation [61] needs to take special care of the fact that it
has two passive wheels and we consider this irrelevant for walking systems.

The supervisor

Villard et al. [191] state that “according to the desired gait, we have identified the
possible range of values of (β, φ) by means of several studies in animal locomo-
tion”, whereβ is the duty factor andφ is the relative phase of the legs (assuming
a symmetric gait). Other parameters that come from this supervisory level are the
footholds, stride length and frequency. However, we have found no work from LRP
on this level except the use of fixed gait patterns (for walking straight ahead in sim-
ulations).

The trunk controller

The trunk control is very similar to that of the ASV and with the exception of the
generation of leg trajectories, we have found little work onthis level.

Leg trajectories

The ideas for planning leg reference trajectories at LRP have changed over time.
From studying cursorial animals [190] Villard et al. concluded that

• “the length and the height of a stride increases with the speed”
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Figure 3.14: LRP trunk controller. Note the difference to the ASV (figure 3.11), the
leg trajectories are modified here to achieve the desired force.

• “the legs are kept straight during” . . . support

Based on these conclusions, and the goal to minimize footfall velocities, they sug-
gested a prototype trajectory consisting of a cycloid (transfer phase) and an arc (sup-
port phase). However, Guihard et al. [61] tested this with SAP and found that it did
not work well, since the robot barely moved as the feet slipped (only leg position
control was used here). They therefore “rotated” the trajectory in the sagittal plane
to “push” the feet more into the ground, but they still encountered problems. Even-
tually, they decided to introduce force tracking [184]. During the transfer phase they
use the following reference trajectory (trunk frame13):

xd(t) = xd0 + r · (ω(t − tk) − sin (ω(t − tk)))

yd(t) = yd0 + r · (1 − cos (ω(t − tk)))

13We think the frame is assumed to be horizontal and moving witha constant horizontal velocity.
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wheretk is the time of footfall14. The spatial reference trajectory

xd(t) = xd0 +
∆x

∆t
(−t + tk)

yd(t) = yd0

is used during the support phase, where∆x is the step length,∆t is the support
duration andxd0 and yd0 reference positions related to ground parameters. The
force reference trajectory is chosen as

Fdx(t) = vt · Fdy0 +

+vtC cos

(
πft

β

)

− vtq cos

(
3πft

β

)

Fdy(t) = Fdy0 + C cos

(
πft

β

)

− q cos

(
3πft

β

)

whereC “quantifies the fraction of the weight supported by each leg”andv is the
mean horizontal speed of the foot.β is the duty factor (β = 0.75) andq = 0.2.
We recognize this as an approximation Alexander [3, eq. 6, eq. 19] made of foot
motions, plus a constant force offset. The idea behind this is using a truncated
Fourier series to approximate forces as measured from humanand animals [7].

In the implementation [184], the ground (including the foot) is assumed com-
pliant and an adaption stage is added to the coordination. This new part estimates
the ground stiffness and modifies the spatial reference trajectory to achieve the de-
sired force. Altering the impedance parameters could also achieve force tracking,
but could cause instability. Too see how this is done, note that the steady-state force,
Fef , between the the ground and the leg can be written as:

Fef = Fe(t → ∞) =
Ke

Kr + Ke
(Fd + Kr(xe − xd))

whereFe is the ground force,Fd the desired force,Ke is the ground stiffness,Kr

is the combined leg and leg control stiffness as implementedby the impedance con-
troller. The foot reference position isxd and the position of the ground isxe (Note
thatxe andxd are column matrices here, not the horizontal position). Thevertical
parameteryd0 will now be calculated as:

yd0 = ŷe −
Fd

K̂e

14It might be thattk is different for the transfer and the support phase in these formulas, i.e. in one
formulatk is the beginning of the support phase, and in the other it is the beginning of the transfer
phase.
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whereye is the ground position and̂ye and K̂e are the respective estimates. The
ground parameterKe andxe needs to be estimated by the adaption law (see [184, eq
46] for details):

K̂e = γe1y · (F̂e − Fe)

ŷe =
F̂e − Fe

K̂e

(−γe2 − γe1yŷe)

where the prediction of the measured force isF̂e = K̂e(ŷe − y) andγe1 andγe2

are positive constants that are estimation gains. We have sofar only seen simulated
results from this scheme.

Force distribution The force distribution algorithm uses a different method than
that described in section 3.2.2. Here, the solution is foundby solving a constrained
linear optimization problem15. Below is an example given of how they formulate
the problem for four supporting legs, in order to solve for timet = tk+1:

Minimize
∣
∣
(
BFHleft rear

y + BFHleft fore
y

)
−

(
BF

Hright rear
y + BF

Hright fore
y

)∣
∣
∣

under the constraints
∑

k∈{supporting legs}

BFHk
y = BFO

c y,

BFHk
y ≥ min1, ∀k

BFHk
y ≤ max1, ∀k

∣
∣BFHk

y (tk+1) − BFHk
y (tk)

∣
∣ ≤ max2, ∀k

whereBFHk
y is legk’s vertical force component in a trunk coordinate system. The

equality constraint means that the forces must add up and thefirst two inequalities
demand a bounded value and the last inequality enforces continuity over time.

Leg level

The leg controllers implement an adaptive impedance controller, adaptive both in
the sense that it estimates leg parameters on-line and also in the sense that the level

15One of the main ideas within BIPMAN’s control architecture is to vary the constraints to achieve
different responses to disturbances.
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above estimates the ground stiffness (in order to modify thereference trajectory
to achieve the desired force). Here we will only mention thatthey report (from
simulation) a 200 Hz bandwidth of the actuators servo-valve, and 70 Hz in the torque
tracking. This is higher than that reported for a spring in series with an electric
actuator [144]. However, the latter actuators have been used for a few years now,
whereas we have only found simulation results on the previous. Details of this leg
controller are beyond the scope of this survey, but see the article by Tzafestas et
al. [184] for more information.

3.2.5. Summary and discussion

We consider the trunk motion to be “force driven” in these controllers, since the
desired trunk motion is used to calculate a desired trunk acceleration. This is then
used to calculate a desired force on the trunk, that is distributed among the support-
ing legs. Each leg is then controlled to achieve its desired force. The ASV uses
direct leg force control, whereas RALPHY and SAP use impedance control. This
scheme will, in addition to causing motion, also maintain the desired attitude. In the
ASV, balance is also, in a sense, achieved by the existence ofan emergency stop plan
that halts the vehicle when for instance, no solution to the force distribution prob-
lem is found. The ASV either relies on the human operator or algorithms to plan the
support sequence. In RALPHY and SAP, the support sequence ispreprogrammed
and fixed.

Performance

The ASV can walk with a maximum speed of 3.6 m/s (tripod gait) and ascend slopes
up to 35%. RALPHY on the other hand seems to only have walked insimulation
(about 0.4 m/s). The same more or less holds for SAP and BIPMAN, except that
some experiments have been performed with SAP.

The examples in this section and those in the previous were very deliberative. In
the next section a more reactive, behaviour based, controller will be described.
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Figure 3.15: Photo of the quadruped robot Thing. The robot is 0.23 metre high and
weighs approximately 2 kg [101].

3.3. A hybrid DEDS controller

This section will describe a controller based on ahybrid discrete event dynamic
system(hybrid DEDS, section 3.3.1) for statically balanced walking. It has been
created in the Laboratory for Perceptual Robotics16 and although their research is
focused on manipulation in combination with vision, MacDonald [110] built the
quadrupedThing (figure 3.15) in 1994. Huber and Grupen then proceeded to work
on machine learning, letting the robot safely explore how toturn [80] and walk17

[81] .

The robot is 0.23 metre high, weighs approximately two kg andis actuated by
12 position controlled hobby servos. It can navigate aroundobstacles, using an
IR-sensor in the front and walk over irregular terrain [111][112]. An interesting
point is that the elements of Thing’s walking controller were originally used for
manipulation and that Thing is actually capable of rotatingan earth globe while
lying on its back.

DEDS control has so far not been very common in robotics, but for instance
Košecká and Bajcsy [166] have used it for navigation. Ramadge and Wonham [150]
explain some basic theory, while Sobh et al. [172] give an indexed list of discrete
event systems. The next section briefly describes the DEDS architecture, see Huber
and Grupen [79] for details, while section 3.3.3 describes some of their work on
machine learning.

16The laboratory is at the University of Massachusetts.
17Learning to walk has so far only been done in simulation.
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Figure 3.16: A hybrid discrete dynamic event system.

3.3.1. The control architecture

The control architecture is illustrated in figure 3.16 and consists of two parts, a su-
pervisor and a set of continuous controllers. The supervisor observes the state of the
abstract system model and the feedback map on the supervisorreturns acomposition
policy that activates a subset of the continuous controllers, i.e.reactive behaviors.

The abstract system is modeled as a DEDS, i.e as a system that evolves with the
occurrences of discrete events, which in this case are the activation and convergence
of the continuous controllers. The model is realized as a finite state machine (FSM)
over a predicate state space, where each component of a predicate vector indicates
whether any one of a set of continuous controllers has converged, see section 3.3.3
for an example. Using DEDS methods, the state machine can automatically be
generated, based on descriptions of the continuous controllers, i.e. which predicates
that can be affected by a specific continuous controller. From this abstract model,
a supervisor can then be derived automatically that observes the state based on the
occurrence of events.

This is a hybrid DEDS, since the continuous controllers are used as an interme-
diate layer between the supervisor and the world. The controllers help to suppress
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∆x < δ
1 step

C1

yes

no

C2

Figure 3.17:Approximation algorithm of theC1 � C2 constraint.

model uncertainties and reduce complexity, by dividing thecontrol problem into a
continuous and a discrete part. However, it is important to use controllers with well
defined characteristics, since the abstract model is based on these. Furthermore,
since several controllers will be activated in parallel, the combined controllers must
also have well defined characteristics.

By only allowing concurrent activation oforthogonalcontrollers, i.e. controllers
that don’t affect each other, their combined characteristics will be well defined. It
is, however, enough that the controllers are orthogonal with respect to the “subject
to” constraint, written asφi � φj , meaning that controllerφi is only allowed to have
an effect on thenullspaceof controllerφj . In practice, this can be approximated
using the algorithm shown in figure 3.17. The constrained controller is executed for
one time step and the unconstrained controller is then allowed to converge. This is
repeated until the change in state is less than a threshold18. The set of controllers
that were used for walking will be described in the next section.

3.3.2. The control basis

A control basisis a set ofelemental controllers, {φ0, φ1 . . . , φn}, that can be linearly
combined (activated concurrently) in acomposition policyto span a task space. For
walking, the following elemental controllers are used:

• φ0 — position controller

• φ1 — contact controller

• φ2 — posture controller.

These elemental controllers work in continuous time using feedback and can be
looked upon as reactive behaviors. They are also generic, inthe sense that they can
be bound to differentinput andoutput resources, as illustrated in figure 3.18. As
a consequence, the goal and action of an instantiated controller will depend on the

18We have not seen any proof that this will actually converge.
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Figure 3.18: Illustration of controller binding and composition.

resources bound to it. The instance of a controller is denoted as

φi
σi

τi ,

whereσi denotes the set of input resources andτi denotes the set of output resources.
If for instanceσ1 6= σ2, then most likelyφi

σ1

τi will not have the same effect asφi
σ2

τi ,
since the controllers do not use the same input resources.

What the actual input and output resources can be, depends onthe specific el-
emental controller, but mostly they are the degrees of freedom corresponding to
simple kinematic chains, like a robot arm or leg. It was foundfor the walking task,
that there was no need to directly control individual degrees of freedom within the
legs’ kinematic chains. In this case, the resources are the foot positions(1 2 3 4),
the position of the robot’s centre of mass(x y) and the robot’s orientation(ϕ). Note
that abstract resources, such as the robot’s orientation, can be used as well as joint
angles. Also note that the references use a different leg numbering than in this study,
i.e. the resources denoted(1 2 3 4) here are denoted(2 1 3 0) in the references.

The position controller

The position controller was originally used for reactive path-planning in manipula-
tion tasks [29]. Depending on the assigned resources, the controller is capable of
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either navigating a robot through a cluttered environment,or steering a robot leg
away from an unsuitable foot-hold.

A potential field approach based on harmonic functions19 is used to do path-
planning in the configuration space. Harmonic functions have special properties,
that guarantee that a gradient descent path leads to the goal, if a path exists. If there
is no path, the gradient will be zero which is a condition thatcan be detected.

Obstacles and the goal are represented as boundary conditions with different
values. When a new obstacle is detected, it is added as a new boundary condition
and the field is recalculated, i.e. re-planning the path.

Formally, the problem can be cast as solving

∇2Φ = 0, onΩ ⊆ <n

with Dirichlet boundary conditions

Φ |∂Ω =

{
0 goal
1 obstacle

giving a solution that will be denotedΦD. The flow of this solution will be orthog-
onal to the obstacles. Using a von Neumann boundary condition

Φ |∂Ω

∂n
= 0,

wheren is the surface normal, another solution,ΦN , is obtained where the flow will
be parallel to the obstacles. Since Laplace’s equation is linear, the solutions can be
superimposed into

Φ = kΦD + (1 − k)ΦN ,

thereby varying the flow of the solution, i.e. how close to obstacles the robot will
go.

Trajectories can be generated as

q̇ = K∇∇Φ,

whereq̇ is a vector with the desired velocities (in configuration space) andK∇ is
the velocity gain. To reactively handle obstacles that the robot hits, an admittance
controller can be added by calculating the desired velocityas

q̇ = K∇∇Φ + KEQA(q)w,

19Harmonic functions are solutions to Laplace’s eqation:∇
2
Φ =

∑n

i=1

∂Φ

∂qi
= 0 whereqi is a

generalized coordinate.
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3.3. A hybrid DEDS controller

wherew is the external force in joint forces, e.g. joint torques,A(q) is the admittance
matrix andKEQ is the admittance gain. Forn = 3, a heuristic admittance relation
can be given by the relation

A(q)w = −(∇Φ × (∇Φ × w)).

This simply means that the admittance induced velocity is orthogonal to the obstacle
and to the gradient descent direction.

The contact controller

The contact controller attempts to achieve a stable stance,by minimizing the force
and torque residuals,F T F and MT M , whereF =

∑4
i=1 fi − mgez is the net

force on the robot’s trunk andM is the net torque on the center of mass. First the
force residual is minimized through a gradient descent method until the force error is
below a threshold. Then the torque residual is also minimized in a gradient descent
method, see [25] for details.

The force from each foot is calculated asfi = J−T
i τi, where

J−T
i =

(
∂rTrunk→Footi

∂q

)−T

is the inverse transpose of the Jacobian of the vector between the trunk and the foot
i. The joint torques,τi, are estimated by comparing signals (more or less motor
current) in the servos’ controllers to precalibrated forcedata.

The controller tries to place the output resource in such a way that the expres-
sions are minimized. This requires an estimation of the surface orientation, that is
obtained by using the foot as a probe. The foot is repeatedly moved downwards
until the contact force exceeds a threshold. This position is then stored and several
of these positions are used to fit a flat surface model to the data.

As an example, the goal of the contact controller

φ1
1 2 3
1 ,

is to achieve a stable stance on the input resources, legs 1, 2and 3, by moving the
output resource, leg 1.

The posture controller The posture controller maximizes a heuristic posture
measure,

m =
∏

i<4



pi

∏

j<3

cos(θεij
)



 ,
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based on the manipulability20 measure,

pi = det

(√

JiJT
i

)

whereθεij
is the joint angle for legi and jointj, normalized to[−π, π). It is im-

plemented as a gradient descent method on the posture measure. An example of the
posture controller is:

φ2
1 2 3
ϕ ,

where the input resources are the kinematic chains of legs 1,2 and 3 (i.e. in practice
the foot positions), while the output resource is the yaw-angle of the robot. The
goal of the controller is to rotate the robot around the robot’s center, optimizing the
posture measure.

Supervisors

In 1996 MacDonald [111] designed a supervisor to make the robot walk over flat
horizontal terrain. The supervisor is illustrated in figure3.19, where the result of the
feedback map for each state is shown within the state. The solid lines indicate the
current supporting polygon, while the dashed lines indicate the support polygon that
the contact controller must achieve in order for the state transition to occur.

The precondition is that the robot is in a stable four-leggedstance. In this gait,
the robot walks in the x-direction, first moving the left rearleg, followed by the left
front, right rear and right front leg.

Table 3.1 describes what happens in each state. This supervisor only walks
straight ahead. In order to navigate around obstacles a supervisor for turning was
also created. A composition of the two supervisors was then used, where the turning
gait was used whenever the yaw error exceeds a threshold. Theyaw error is the
difference between desired heading and current heading as estimated by odometry.

Since the position controller is reactive and can incorporate new information
about obstacles, the combined supervisors were capable of navigating to a goal
point, while walking through an unknown obstacle field.

Going from flat terrain to irregular terrain

The supervisor for flat terrain was tested on irregular terrain, but no longer worked,
since some of the transitions never occurred. The problem was solved using the
same control basis, by modifying the supervisor and the contact controller:

20For a book on robotic control that includes manipulability,see the book by Murray, Li and Sastry
[126].
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Figure 3.19:A supervisor for walking over flat terrain.
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Table 3.1: Description of supervisor for flat terrain.

State Description
0 The center of mass is moved, so that a stable stance is achieved using

leg 1, 2 and 4. At the same time, the orientation is optimized.
1 Leg 3 is placed (kinematically optimized), so that the center of mass

is also within the polygon of leg 2, 3, and 4. At the same time, the
orientation is optimized.

2 The center of mass is kept within the supporting polygon of leg 2, 3
and 4, while it is moved to position that optimizes the manipulability
measure. At the same time, the orientation is optimized.

3 Leg 1 is placed (kinematically optimized), so that the center of mass is
within the polygon of leg 1, 2, 3, and 4. At the same time, keep the
center of mass within the supporting polygon of legs 2, 3, and4, while
moving the center of mass according to the navigation controller.

4 The center of mass is moved, so that a stable stance is achieved using
leg 1, 2, and 3. At the same time, the orientation is optimized.

5–7 These states are similar to the earlier states, but with different legs and
support polygons.
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3.3. A hybrid DEDS controller

• The probing behavior was added to the contact controller, inorder to obtain
information about surface orientation and location.

• Avoidance of footholds that are close to edges of surfaces was added, using
the position controller on leg, subject to the contact controller.

• Vertical posture optimization was added.

• In four-legged stances, one foot was allowed to be dragged onthe ground
while the trunk was moved. This effectively increased the workspace of the
trunk relative to the other footholds.

• Failed convergences was handled by adding two states.

Figure 3.20 illustrates the modified supervisor. This supervisor worked in experi-
ments where the robot walked over unknown irregular terrainconsisting of horizon-
tal planes, each one cm high, placed on top of each other at irregular angles. An
experiment took about 13 minutes, where the robot repeatedly used over 50% of the
vertical workspace, when it crossed three planes at once.
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Figure 3.20: Supervisor for walking over irregular terrain.
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3.3.3. Learning Thing to turn

The control architecture with areinforcement learning componentadded is illus-
trated in figure 3.21. The purpose of the reinforcement learning component in the
control architecture, is to learn a feedback map on the supervisor that achieves a spe-
cific task. As a demonstration of this technique, Huber and Grupen [80] let Thing
use exploration withQ-learning to learn a counterclockwise turning gait. In that
experiment, they only allowed controllers instantiated as

φ1
a b c
a a 6= b 6= c anda, b, c ∈ {1, 2, 3, 4},

with the goal of reaching stable tripod stances and the controller

φ2
0 1 2 3
ϕ ,

that optimizes the orientation of the robot. These 13 controllers can then be com-
bined using the� operator, resulting in 1885 actions available from each state. A
state in this experiment was defined asp = (p1, p2, p3, p4, p5) where the predicates
p1, p2, p3 andp4 represent the convergence of controllers such as

φ1
1,2,3
∗ (* indicates any resource),

i.e. stable tripod stances. The predicatep5 indicates the convergence of

φ2
0,1,2,3
ϕ .

This gives25 different states, with 1885 composed controllers to choosefrom
at each state. Since exploration is done in the real world, itis important that the
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exploration is limited to safe states, i.e. the constraint

p1 ∨ p2 ∨ p3 ∨ p4

should be satisfied. Additional knowledge is incorporated through the constraint

¬(p1 ∧ p3) ∧ ¬(p2 ∧ p4),

i.e. that two diagonally opposite tripod support patterns can not be used simulta-
neously. Controllers that could violate these constraintsare not allowed, reducing
the number of possible composite controllers available from each state to approx-
imately 50. From each of the 16 stable states, transition is possible to on average
about six states. In practice, the transitions will depend on kinematic limitations and
the environment. The system can therefore be viewed as nondeterministic.

System identification was done by using a frequency count to approximate the
function p(x, a, y), i.e. the probability of transitioning to statey, when in statex
and taking the actiona.

The reinforcement learning was implemented as Q-learning,where the quality
function

Q(x, a) =
∑

y∈X

(p(x, a, y)Q(x, a, y)) ,

encodes the expected quality of taking actiona from statex and the partial quality-
function,Qt(x, a, y), is updated as

Qt(x, a, y) = (1 − β)Qt−1(x, a, y) +

β

(

rt + γ max
b∈A

Qt−1(y, b)

)

at stept, wherert is the reward for taking actiona.
In the experiment, the reinforcement was defined as

rt = ϕt − ϕt−1,

i.e. the relative change in orientation in the current step.Initially, the robot was
placed in a stable configuration and the exploration-level was initially 100% and
incrementally decreased down to 10% in 1000 time steps. After approximately 500
control steps, that took 11 minutes, the turning rate settled down to fluctuate around
about 0.36 radians/step.

The resulting supervisor contains a main cycle consisting of four states, where
98% of the transitions take place.
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3.3.4. Summary and discussion

Walking is achieved by a supervisor that sequentially activates continuous feedback
controllers, thus dividing the control problem into the design of a supervisor and
a set of continuous controllers. Starting with a control basis, resources are bound
to elemental controllers. The subject to operator(�) is then used to compose ad-
ditional controllers and since the elemental controllers have well defined goals and
characteristics, that will also be true for the composed controllers.

Based on these characteristics, formal DEDS methods are used to automati-
cally generate a supervisor/observer over a predicate space representing convergence
events. The problem is now to design a feedback map on the supervisor, that acti-
vates the correct sequence of controllers. In practice, thefeedback map can be de-
signed manually or found by reinforcement learning. Theoretical synthesis methods
exist, but fail since the system is too large, complex and non-deterministic.

We consider the motion of the trunk to be “kinematically driven”, since the
controller moves the trunk by controlling the foot positions using inverse kinematics.
However, this is not a deliberative system, since in the placing of a transferring leg,
it is “pushed” ahead by the trunk through the use of the manipulability measure.
The motion of the trunk is similarly the result of trying to optimize this measure.
Balance is maintained, by always having a behaviour active that ensures a static
balance criteria, whereas the support sequence emerges as afunction of the encoded
feedback map.

Performance

Thing walks very slowly, about four minutes for one metre on aflat surface, more for
irregular terrain. The resulting gait is either sequentialor non-sequential depending
on the supervisor, but it is always aperiodic because of the way it is generated.
An advantage is that DEDS methods can be used with additionalknowledge about
unwanted states to restrict the set of controllers that can be activated in a given
situation, allowing a certain measure of safety to the system. Safety is especially
important during unsupervised learning of feedback maps inthe real world.

Experiments on the robot Thing demonstrate that this approach works for static
walking and learning to turn. However, their implementation of the subject to con-
straint results in slow convergence and therefore slow walking. Furthermore, this
particular control basis uses global resources and can not easily be distributed. On
the other hand, the use of a control basis combined with the hybrid DEDS approach
results in a very small set of parameters and reference trajectories that have to be
tuned.
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It is difficult to determine controllability of the abstractsystem model, e.g. if a
specific task can be solved. One reason for this is the unknownenvironment, another
is that the model depends on the chosen set of continuous controllers; it is not certain
that the set is capable of achieving a specific task.
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Figure 3.22: Overview of the Walknet control structure.

3.4. A biologically inspired controller

This section will describe theWalknetcontroller (figure 3.22). It is a very decentral-
ized and modular controller that was designed at the University of Bielefeld (Ger-
many) based on biological experiments by Cruse et al. [31]. They never designed
an actual robot, but their simulation results and control principles have been used
in collaboration with other groups such as at the TechnischeUniversitet (TU) Mu-
nich [141,142,199] and at the Duisburg University [42].

First the simulation model will be briefly described, followed by the hexapod
from TU Munich. Then the Walknet controller will be described and finally a sum-
mary and discussion will be given.

The simulation model

A simulated hexapod model, based on the stick insect (figure 3.23), was used for the
design of Walknet. The legs are insect configured with three degrees of freedom per
leg labeled,α, β, γ as illustrated in figure 3.23. The outputs of this controllerare
joint velocities, that are integrated in the simulation environment.

91



3. Controller examples
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Figure 3.23: Image of a stick stick insect(Carausius Morosus), about80 mm long and
5 mm thick [14] and sketch of leg kinematics.

The TUM Hexapod

Figure 3.24 illustrates the TUM Hexapod that weighs about 23kg and can carry
about 5 kg. It uses decentralized leg controllers and some ofthe local coordinating
mechanisms that will be described in the next section. The leg controllers are very
similar in principle to Walknet, including a retract-and-elevate reflex. However, this
system is based on state machines, not ANNs. Furthermore, Walknet relies on two
phases for each leg cycle, whereas the TUM Hexapod uses four.

3.4.1. The Walknet controller

Behavioural, electrophysiological and neuroanatomical investigations led Cruse et
al. [31] to the control structure illustrated in figure 3.22.The studies were done
on the motor systems of stick insect’s and these showed that the leg controllers are
very independent and not directly controlled from a higher level. Instead, the leg
controllers are coordinated through (six) influences (figure 3.25). Schmitz et al.
[164] provide more information about the overall control structure and Cruse et al.
[32] discuss the special use of positive feedback in the leg controllers, as explained
later.

The dotted box in figure 3.22 illustrates a higher level that is not necessarily
consistent with biological findings. It is supposed to deliver estimates of velocity
and heading (assuming some kind of vision system) as well as the corresponding
commands. However, all the remaining functionality lies within the individual leg
controllers and the inter-leg coordination mechanisms. Each leg performs its own
stepping motion and this, together with the coordination mechanisms, cause the
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3.4. A biologically inspired controller

Figure 3.24:TUM hexapod, dimensions about0.8×1.0×0.4 metre (L×W×H) [14].

walking to emerge.

Trunk control The trunk height is controlled implicitly since each leg controller
tries to maintain a specific height. This will also affect theattitude depending on the
surface. Yawing and longitudinal velocity is controlled indirectly in each leg con-
troller, through the desired velocities (yaw- and longitudinal) from the supervisor.
In addition to desired velocity and yaw-rate, the supervisor also sends a “Walking
on” signal that activates the legs.

Inter-leg coordination

The influence of inter-leg coordination mechanisms (figure 3.25) is stronger between
ipsilateral legs, than between contralateral legs. No direct influences between the
diagonal legs have been found. The influences are as follows [31]:

1. The start of a transfer phase is inhibited if the ipsilateral posterior leg is trans-
ferring (and up to 100 ms after footfall). This can cause a prolonged support
phase.

2. The start of a transfer phase is excited if the ipsilateralposterior leg or the
contralateral leg just entered the support phase.
This can cause a shortened support phase.
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4
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1. Transfer phase inhibits start of trans-
fer phase

2. Start of support phase excites start of
transfer phase

3. Caudal positions excite start of trans-
fer phase

4. Position influences position at end of
return (“targeting”)

5a. Increased resistance increases force
(“coactivation”)

5b. Increase load prolongs support phase

6. Treading-on-tarsus reflex

Figure 3.25: Inter-leg coordination mechanisms. L1 is the front left leg, L2 the middle
left leg and so on.

3. The start of a transfer phase is more strongly excited, thefurther the leg is to
the rear of a supporting ipsilateral anterior leg or contralateral leg. This causes
the leg to start its transfer phase before the anterior leg.

4. The start of a support phase is “targeted” to occur next to the (supporting)
ipsilateral anterior leg. This causes a follow-the-leadertype of gait to emerge.
Note that this influence also exists between the stick insect’s antenna and the
front feet.

5. a) The force of a supporting leg increases if an adjacent leg encounters in-
creased resistance.
b) The support phase is prolonged, if the load of an adjacent leg increases.

6. If a foot is placed on top of another foot, the placed foot isrepositioned
slightly to the rear (to avoid stumbling).

The mechanisms 1-3 all produce the same effect: The nearly immediate re-establishment
of coordination in the case of disturbances, i.e. the mechanisms are partially redun-
dant. (Only) mechanisms 1-4 and 5b have been implemented in simulation.

Leg control

Figure 3.26 illustrates the leg controller that is based on ANNs. The three major
components are as follows:
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Figure 3.26:Walknet leg controller. The three major components are the stance, swing
and selector net. Outputs from the stance net and the swing net are joint velocities. The
selector net acts as a switch that sends either the output from the swing net or the output
from the stance to the (simulated) leg joints.
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• A stance netthat controls the leg during the support phase.

• A swing netthat controls the leg during the transfer phase.

• A selector netthat switches between using the outputs of either the stancenet
or the swing net.

In essence, this is a simple switching controller with different modes depending on
phase.

Selector net The selector net decides which set of outputs (joint velocities) that
will be used.

• The ground contact(GC) input excites the support output unit (PS – power
stroke), at the same time as it inhibits the transfer output unit (RS – return
stroke).

• The posterior extreme position (PEP) input indicates that it is time to transi-
tion to the transfer phase. It excites the transfer output unit and inhibits the
support output unit. The input comes from thePEP-net, that provides a value
proportional between the actual foot position and the threshold position. It is
influenced by the coordinating mechanisms (1-3) from the adjacent legs.

The output units receive self-excitation (i.e. positive feedback) to “lock” into a state.
This was found to be less sensitive than using mutual inhibition from the output
units.

Swing net The swing net controls the transfer phase of the leg and Cruseet
al. [30] showed that to reproduce the stick insect’s transfer motions it was enough
with the following:

• A simple linear two-layer feed-forward net21, with only 8 or 9 non-zero weights.

• Three target position inputs, either from the inter-leg mechanisms or a fixed
configuration. These are in turn generated from thetarget net.

– There is no explicit calculation of either leg’s foot position in the target
net, but the target angles will cause the transferring leg tobe placed next
to the anterior leg’s foothold.

• A nonlinear compensation as a function of the distance to thetarget position,
to modify the velocities so that they resemble that of the stick insect

21This net corresponds to a linear state feedback controller.
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The swing net is able to generalize over a range of untrained situations. Extra inputs
are also used to indicate mechanical disturbances, that cause a short retraction and
elevation reflex. However, the attraction of the target position will eventually cause
the foot to move forwards.

Stance net The stance net controls the leg during the support phase. Thecon-
troller solves the problem of (kinematically) coordinating several joints (not just for
this leg, but for all legs) by using high-pass filtered positive feedback [32]. The
high-pass filter results in a velocity feedback, that causesvelocity to saturate instead
of going to infinity. However this approach is not used for theβ joint, since gravity
would otherwise collapse the robot. Instead, negative feedback is used on theβ-joint
to servo to a desired leg height (the current leg height is estimated by theheight net
).

The commanded yaw rate,θ̇ref (yaw), and velocity,vref , from the supervisor
are also handled in this net. Note that it is not necessary to do anything special with
these commands before they are used in the leg controllers.

• The yaw motion is controlled with a negative feedback correction that is added
to theα-joint feedback signal (the sign is modified, depending on the side of
the trunk).

• The velocity is controlled using negative feedback, where the error signal,
verr, is sent through the function

y(e) =

{
1 + e e ≥ 0

1
1−e

e < 0

and then multiplied with the channels providing feedback for α andγ [164].

Because of the use of positive feedback, special care is taken to avoid going back-
wards. This is done by replacing the sensedα-joint velocity with a small value if it
is too low (or negative).

3.4.2. Summary and discussion

The motion is kinematically driven in Walknet, but emergentfrom the individual leg
controllers, since each leg constitutes a nonlinear oscillator that repeats a stepping
motion. A special feature in this controller is the use of low-pass filtered positive
feedback, to achieve coordination between legs and joints.This should also reduce
the problems of large constraint forces, but that has not been studied. However, it
is necessary with the negative feedback in theβ-joint to resist gravity, as well as a
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threshold on theα-joint to prevent the robot from going backwards. What would
happen if the robot was supposed to walk on an inclined plane?

Balance is not considered explicitly, in fact the simulatedrobot sometimes falls
and manages to rise without any knowledge that it has actually fallen. The support
pattern emerges into a tripod or tetrapod gait depending on the locomotion velocity,
through the combination of inter-leg influences and leg controllers.

Performance

This controller has really only been tested on a simulated robot22, but the inter-leg
influences have been used successfully by several other robots.

22See http://www.uni-bielefeld.de/biologie/Kybernetik/research/walk.html for some nice animations.
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The questions that we have tried to answer with this study canbasically be phrased
as follows

How does the control of existing legged machines work and what, if
any, are the common principles?

We have attempted to look beyond the implementation and hardware aspects of these
machines as much as possible, with the intent of solely studying their actual control.
Furthermore, we have tried to focus on how locomotion is generated, not on how the
controllers have been designed.

To try and answer these questions, we have performed a literature study, where
we have studied several legged machine controllers briefly,and a few in detail. The
selection of the machines studied in detail, has been done to“spread” the views
and get a good overview of at least seemingly very different controllers. There is
of course no guarantee that we have covered the entire spectrum of controllers for
legged machines. Examples of very well known legged machines that have not been
covered in detail are Raibert’s hopping robots. There is also relatively little coverage
of bipeds1.

A drawback with doing a pure literature study is the difficulty in obtaining all
the necessary information in order to do detailed comparisons. It might be argued,
and with good reasons, that this kind of analysis requires detailed simulations and
experiments to produce valid conclusions and results. Unfortunately, this must re-
main a candidate for future work as it has, for practical reasons, been well beyond
the scope of this work.

The problem of controlling legged locomotion is discussed next (section 4.1),
followed by the results from the literature study (section 4.2) and finally a summary
and discussion (section 4.3).

1The survey by Eriksson [39] covers a lot of bipeds.
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4.1. Problem analysis

Studying how the control of a legged machine works is a complex problem with lots
of different aspects. Here we will first discuss it (and narrow it down) in terms of
goals, then in terms of compliance and damping, followed by coordination and slip-
ping. Finally, the aspects for analyzing the problem and comparing control systems
are decided upon.

4.1.1. Goals

In order to look at a control system and evaluate its performance, one must take the
goal of the system into consideration. For legged machines,the goal is not always
obvious or unique. Instead, the goals are often conflicting such as:

Move from one place to another as fast as possible in the safest manner
possible.

If we look at TITAN III (section 3.1.1) and the ASV (section 3.2.2), their goals can
be thought to be that the trunk should follow a given path or trajectory. If the goal
of the machine is to move approximately from one location to another, generating a
detailed path might be a waste of time or unnecessarily restricting. Another question
is whether it is important to track a desired trajectory really well, or if it is just the
end result that matters. One argument for having a good tracking performance is
of course that there might be obstacles that have to be avoided. A simple way to
specify goals could be as follows:

• The goal is to travel from one location to another. This couldalso be further
divided:

– Little or no importance is placed on tracking performance.
– High precision tracking is required for avoiding obstaclesor machining

operations (drilling, milling etc).

• The goal is to explore; i.e. wander around and cover an area aslarge as possi-
ble.

It is of course not necessary to specify a desired trajectorysolely in spatial terms.
The concept of impedance control might very well be applied to a desired trunk tra-
jectory, thereby also specifying the dynamic behaviour of the trunk when subjected
to disturbances (a human giving the machine a push).
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Navigation and planning Is navigation a part of the legged locomotion con-
troller? This could be considered the case if a map of the terrain is known, allowing
detailed planning of footholds etc. Is this planning then part of the controller?

• To solve a task like jumping over an obstacle, it would seem prudent to plan
ahead.

• For other tasks or gaits (i.e. at high speeds) it also makes sense to plan ahead
and be confident that the task is achievable before attempting it.

• However, for other “gaits” (e.g. statically balanced) it ispossible to take it
step by step and back up if necessary, thus reducing the need for planning.

In our analysis, we have assumed that no more than short term planning is included
as part of the legged machines controller.

Additional goals There are also goals that are more general for autonomous
robots:

• Safety

• Performance

• Fault tolerance

• Mission completed

We have found very little information about this in the references and it seems to
be a field that needs a great deal of work. It has therefore not been included in this
study.

4.1.2. Compliance and damping

In reality, there is always some compliance2 and damping in the combined system
of robot, environment and controller. A few sources of damping and compliance are
as follows:

• Soft surfaces (soft soil, mud, sand etc)

• Flexible links or rubber pads

• Compliance in the control (“weak” position controllers, impedance controllers)

2Gao and Song [45] point out that the stiffness of the system “distributes” the force even in the
“statically indeterminate” cases.
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Some examples of possible disadvantages with compliance and damping in the sys-
tem are as follows:

• Weak links can be more difficult to control.

• Reduced bandwidth.

• Reduced energy efficiency due to damping.

• Resonance phenomena (i.e. chattering).

On the other hand, there are also advantages:

• Compliance accommodates position errors (in position-based controllers).

• Compliance stabilizes force control during intermittent contacts with hard sur-
faces.

• Compliance smoothes out impacts and reduces shocks (duringfootfall).

We believe the latter point is important for stability (especially for position con-
trolled systems), even though it is rarely mentioned.

The question of advantages and drawbacks with compliance isactually very
complex. As far as the analysis is concerned, the question isif the compliance
and damping can be ignored as a major reason for why/how the robot walks or
runs? When it comes to hopping robots, it is very obvious thatit cannot be ignored.
Raibert’s hopping robots and others [2] exploit the compliance to reduce energy
expenditure. In a case like TITAN III, we assume that dampingis only necessary to
damp out bouncing and accommodate position errors. TITAN VIfor instance uses
large damping soles to facilitate better performance on irregular ground.

If a combined stiffness/damping controller or an impedancecontroller is used,
the question of the importance of the compliance is partially transformed into pa-
rameter dependency. In many cases it should be possible to either ignore the robot
and the environment’s compliance or include it with the controller’s compliance.

In essence, we have tried to ignore this aspect due to lack of data, but it should
require more study in the future. We believe this is an important aspect regarding
overall system efficiency and stability, not merely about avoiding footfall chattering.

4.1.3. Coordination and slipping

A basic aspect of walking is that we are mostly interested in controlling the motion
of the trunk. However, the machines have no actuators to control the trunk directly
and therefore have to rely on gravity and limb motions. On theother hand, with more
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than one supporting limb, closed kinematic chains arise when the legs are assumed
to be connected to stiff surfaces by universal joints. To handle the new constraints,
we address the problem ofcoordination. The term is in general [122] defined as

the harmonious functioning of parts for effective results.

The walking community uses the term in different meanings:

• Coordination of joint motions within a limb: intra-limb coordination.

• Coordination of motions of all limbs: inter-limb coordination.

• Coordination of leg motions to achieve good (smooth) footfalls without chat-
tering and large forces/impulses.

• Coordination of trunk motions with respect to the limbs or the environment
(follow a path, avoid obstacles, constant velocity etc).

• Coordination of ground forces; avoiding too large verticalforces that cause
sinking, or too small that cause slippage.

One reason to handle coordination is to avoid large constraint forces within the kine-
matic chains. These could cause slippage (or worse, mechanical failures). As dis-
cussed in the previous section, compliance is good in this sense. As to the problem
of slipping, we do not always believe this is necessarily critical. In fact, we have
seen dogs run (chasing a Frisbee), slipping constantly, andstill achieve their mis-
sion (catching the Frisbee). On the other hand, when dogs do slip and fall they
rarely have any problems standing up again. . . There are however other reasons
why slipping could be bad.

• Bad energy efficiency.

• The foot may leave its working range too soon (sooner than planned).

• When using pure position control, this could cause unwantedyaw motions.

• Dead-reckoning becomes very difficult.

• Unexpected and jerky motions could occur, thus disturbing maching opera-
tions or causing mechanical stress.

• Cause damage to the terrain.

However, we do not consider this explicitly further, but instead focus on the aspects
described in the next section.
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4.1.4. Reducing the scope of the problem further

In addition to the problem of insufficient data in the references, there is also the
question of what data is relevant. Where should the line be drawn between the con-
trol system, the robot and the environment? Consider the robot TITAN III (section
3.1.1), that uses a sampled control system at the lowest layer. This system imple-
ments (among other things) a P-controller that generates DCmotor voltage based on
a position error. What approximations can be made?

• Can the dynamics of the DC motor be ignored?

• Can the dynamics of using a sampled control system be ignored?

• Can the DC motor be considered a perfect velocity servo?

• Can the P-controller and actuator be considered a perfect position servo?

To answer these questions or to at least (approximately) motivate assumptions, in-
formation is needed about controller bandwidths and response times. This type of
information is rarely available in the published papers andmight not even ever have
been measured. In practice, we have therefore assumed that when a joint is reported
to be position controlled, this is achieved sufficiently3 well. Furthermore, to achieve
a higher level of abstraction, we have “defined” ideal inputsand outputs for a cen-
tral part of each legged machine’s controller. In the case ofTITAN III, we decided
that the ideal output of the controller was the position of a foot. Here we have as-
sumed that the subsystem (consisting of sampled P-controller, DC motor and gears)
achieves a perfect position servo. Note that we have also included the inverse kine-
matic problem of transforming foot position to joint anglesin the position servo.

In short, the framework and limits of what to study was chosenas follows:

• If short-term planning of trunk motion exists, it is the highest4 level of the
controller.

• The output of commands to the actuators takes place in the lowest level of the
controller.

Typical examples of ideal inputs are, desired path, desiredvelocity or goal point.
On the lower level, we have tried to abstract “upwards” as in the TITAN III example
above.

3I.e., we assume that there are no “side effects” that are important as to why or how the system walks.
4Long term planning is beyond the scope of this survey.
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Assumptions, reduced scope and focus of the problem

To further limit the scope of the problem, we have chosen to mostly ignore the
part of the control that is responsible for leg control during the purely transferring
phase. Only some information about generation of leg reference trajectories have
been included in the detailed examples. However, we do not consider the control of
transferring legs a trivial task for several reasons:

• The base of the leg (the hip) is in general moving.

• There are in general temporal and spatial requirements on the footfall.

• There might be (known or unknown) obstacles or other spatialconstraints
(workspace limits).

• The position and characteristics of the surface with respect to the leg is mostly
unknown.

In order to “decouple” this problem, we have made two assumptions:

• The motion of a transferring leg does not affect the trunk’s motion.

• The motion of the trunk does not affect the motion of a transferring leg.

If the legs are massless (a common assumption) or very light,the first assumption
is probably valid, but this is not always the case. Consider TITAN IV, where it was
reported that the motion of the transferring legs had a deteriorating influence on the
trunk motion at high speeds. There are also controllers (besides passive walking)
that include the limb dynamics5.

The second assumption requires a very robust leg controllerin order to be valid,
but we believe it is a reasonable assumption when using for instance high-gain po-
sition control. On the other hand, we also believe that the dynamics of transferring
legs could be important6 and exploited. Unfortunately, we have not been able to
include this in the analysis, that instead has been focused on:

• The control of foot placement (selection of footholds).

• The control of leg sequence.

• The control of the trunk motions through the supporting legs.

5One method to take the limb dynamics into account, is to first select footholds and then plan the
trunk motion so as to maintain the ZMP within the support area.

6We believe limb dynamics are important for energy efficency,but perhaps also for stability.
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Analysis and comparisons aspects

To bring some kind of order and structure into the analysis, we have in addition to
limiting the problem, decided to focus on a few different aspects or subproblems
(remember that our aim is to try and understand how the controller “really” works).

• What determines the machine’s balance?

• What determines the machine’s motion, as seen from the controller’s perspec-
tive?

• What determines the machine’s support sequence? (footholdselection and
sequence) What causes leg phase transitions?

• What, if any, “reflexes” are used?

The above questions have been chosen with the purpose of finding a framework
of questions suitable for most of the control structures7. There are of course other
aspects of comparisons that we have not concentrated on:

• Is the control structure distributed or centralized? How can it be implemented?

• Is the control structure flat or hierarchical? Is the divide and conquer strategy
used? How is it used?

• What principles are used for control design?

• What principles are used to represent information — explicit or implicit?

4.2. Analysis results

The results from this literature study are divided into two parts. The first part com-
pares and analyses the examples described in sections 3.1-3.4 according to the four
questions just described. In the second part, common principles and methods are
discussed, but categorized in a different way, with the purpose of guiding the reader
to further references. This part is based both on the examples and on the more brief
studies of several other controllers and miscellaneous references.

4.2.1. Comparison of examples

This section compares the control of the different exampleswith respect to the fol-
lowing points: motion, balance, support sequence and reflexes as discussed in the
previous section.

7I.e. based on the brief study of several controllers.
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TITAN IV is not discussed explicitly in this section, because the controllers of
TITAN VI and TITAN IV are structurally very similar. For the same reason, RAL-
PHY, SAP and BIPMAN will not be included in this comparison, because their
controllers use principles similar to that of the ASV. Furthermore, the version of TI-
TAN VI’s controller that we compare in this section include the sky-hook suspension
algorithm.

The control of Thing that is used in the comparison assumes the manually de-
signed supervisor. See the corresponding example sectionsfor details and more
information about how TITAN IV compare to TITAN VI etc.

Balance

The brief study of several walking controllers showed that the four “balance meth-
ods” described below were approximately uniformly distributed8. The question we
will try to answer can be phrased as follows:

How does the machine maintain balance?

The answer varies from machine to machine.

Not considered explicitly Walknet does not actively control balance, but relies
on a wide base of support and “luck”. More accurately, the balance is an emergent
property of the inter-leg influences, leg controllers and physics of the system. Not
explicitly controlling balance is a seemingly simple strategy to implement, but may9

require careful parameter tuning or training. In the case ofpassive walking, the
parameters that have to be tuned are both initial conditionsand physical parameters
(link lengths, masses etc). In general, the overall kinematic configuration (e.g. a
wide base of support and a low centre of mass) is of course alsoimportant. There are
actually several systems10 that walk without any behaviours or subsystems explicitly
responsible for balance.

Static balance Another common method is to use a static balance strategy.
Thing does this by having a behaviour responsible for staticbalance active all the

8We suspect that the strategy of static balance is the most common method today. The selection of
controllers we studied is probably not a good “random” selecton.

9We have found that it is sometimes (in simulation) very easy to find parameters that result in dy-
namically balanced walking.

10Mechanical toys without any control at all is one example.
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time (in parallel to the other behaviours). Since Thing actually walks very slowly,
this is probably a rather well suited method.

TITAN III explicitly plans motions to satisfy a static balance criteria, but the
attitude reflexes that modify the reference positions for the feet probably play a
large part in achieving a good balance.

ZMP balance To go to a more dynamically adapted version of the static balance
strategy, people have used the ZMP to do planning of trajectories. This is the strategy
used by TITAN IV and TITAN VI, although they use slightly different algorithms.
A drawback is that the ZMP criterion is only really valid for walking on planes.
Furthermore it is only a necessary criterion (and not sufficient) that the planned
trajectory is realizable and “stable”. Here the machines were able to walk, so balance
was maintained, but this was not guaranteed by the ZMP criterion. The fact that
there were four-legged phases during the gait probably helped maintaining balance,
but it is difficult to say with any certainty.

Force distribution The sky-hook suspension used by TITAN VI is an algorithm
that explicitly controls balance by its virtual spring/damper implementation. The
output of the algorithm is a desired force on the trunk, that is distributed between
the supporting legs. On TITAN VI, only the vertical force wasdistributed, so in
that sense one can consider it a specialized version of the balance servo on the ASV,
where the legs use force control in all three directions. TheASV algorithm can
be described as generating a desired acceleration on the trunk from position and
velocity errors, that is subsequently converted to a force and torque to be distributed
among the supporting legs.

A drawback with force distribution methods is that they are computationally
heavy.

Support sequence

What causes the support sequence? In what order are the legs used?

Emergent support sequences In Walknet the actual sequence in which the
legs are used emerge from the inter-leg influences and the legcontrollers. The gait
emerges as a tetra- or tripod gait depending on the speed. The“rules” for leg coor-
dination are in that sense very distributed. Footholds are selected using the follow-
the-leader strategy.

108



4.2. Analysis results

In Thing, the leg sequence is also implicitly encoded (in thesupervisor feedback
map). The manually encoded map implements the crawl gait as astandard leg se-
quence, but if a foothold cannot be found, another leg is used. Footholds are selected
individually as solutions to optimization processes of static balance, manipulability
and obstacles such as edges.

The emergent solution is elegant in the sense that the gait emerges from either
the individual leg controllers, or the combination and sequencing of several con-
trollers. Another example of a robot with good performance on irregular terrain
using leg behaviours is the hexapod Robot II [148]. A drawback with these methods
is the difficulty in enforcing or guaranteeing specific footholds and leg sequences if
necessary. As an example, consider the case when a map of allowed (or forbidden)
footholds is known (walking in a minefield. . . ).

Algorithmic support sequences Purely algorithmic methods to generate the
support sequence are used by the TITAN’s and the ASV. The ASV has algorithms
for several gaits, the TITAN III essentially use the crawl gait and TITAN VI use the
intermittent trot gait. These methods work, but require computational power and
good information about the environment to do the planning effectively. This kind of
planning problem can be really difficult.

Sometimes the planning problem is avoided and the leg sequence and the footholds
are fixed, as in SAP. This is actually used in several machines(bipeds, quadrupeds. . . ),
but we believe it will not work well over a large range of speeds, nor on irregular
ground. On the other hand, it does allow the system to walk without solving the
planning problem and is therefore at least useful in the early stages.

Motion

What determines the machine’s motion, as seen from the controller’s
perspective?

The motion of the robots are generated in the different examples as follows below.
We have chosen to separate the cause of motion intokinematically drivenandforce
driven.

• With a kinematically driven controller, we mean that the trunk motion is con-
sidered (by the controller) to be caused by the (spatial) motion of the limbs.

• With a force driven controller, we mean that the trunk motionis considered
(by the controller) to be caused by the forces applied to the trunk by the limbs.
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The ideas here are very close to position controlled, versusforce controlled. How-
ever, we have chosen not to use these terms to prevent us from being too restricted
in our thinking. Otherwise, we might only think of force controlled legs and forget
impedance control or some kind of hybrid leg control scheme.In fact, leg impedance
control might be used both by a kinematically driven and a force driven controller.
The important point here is how the controller generates thereference signals to the
limbs.

Kinematically driven control Most legged machines today can be considered
kinematically driven. Among the detailed examples we have:Walknet, Thing, TI-
TAN III, TITAN VI.

TITAN III uses a method that now has been around for a long time: Foot refer-
ence positions are calculated and planned so as to produce the desired trunk motion
by solving an inverse kinematic problem. A drawback with this method is that rather
accurate information about the terrain is required. However, in practice, the method
is made more robust by the use of low level reflexes.

TITAN VI also uses an inverse kinematics based approach, buthere the trunk
motion is modified so as to keep the ZMP within the support pattern.

Thing also uses inverse kinematics to go from trunk motion tothe motion of the
feet, but there is no planning, the trunk motion is taken as the gradient of a harmonic
potential. The cause of the motion is actually a bit special,since one can think of
the trunk as “pushing” a transferring leg ahead of itself dueto the manipulability
measure. Similarly, the trunk can be thought of as “pushed” ahead by the supporting
legs, to achieve the best manipulability measure under constraints such as static
balance.

All three machines (TITAN III, TITAN VI and Thing) use a centralized, top-
down approach: The motion is specified for the trunk and used (through inverse
kinematics) to jointly control the foot motions. Walknet onthe other hand, uses
separate, individual controllers for each leg. The high-pass filtered positive feedback
achieves coordination among the legs and avoids buildup of internal forces (avoids
slipping etc).

Another question about the motion is related to the goal of the machine. Is
it important to follow a specific trajectory? If precise tracking of the trajectory is
required, explicit methods like the one used by TITAN III or the ASV (described
next) are probably better suited. In Thing, Walknet and TITAN VI, it is difficult to
specify a precise trajectory that the trunk should follow.
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Force driven control The trunk motion of the ASV is considered to be caused
by the force that is applied to the trunk by the supporting legs. From a desired trunk
motion, a desired force on the trunk is calculated that is subsequently distributed
as reference forces to the supporting legs. The supporting legs are thus modeled
as force generators on a higher level. Note that this controller is also responsible
for the balance, i.e. balance and motion control are solved by one and the same
controller. The main drawbacks with this method are that it is computationally heavy
and requires leg controllers capable of delivering the desired force. Furthermore, it
could be difficult to achieve the required force tracking bandwidth.

Reflexes

All of the methods above use different kinds of reflexes11 to improve the perfor-
mance. Sometimes they are even a necessary part of the controller during normal
operation. All of the machines have some kind of behaviour that maintains ground
contact. Different methods are used however. For instance,TITAN III uses a contact
switch to modify the vertical component of a foot’s reference position. The ASV on
the other hand maintains ground contact through force control.

Another reflex that most of the machines use is to retract-and-elevate a leg when
it strikes an obstacle. There is of course an inherent problem with this reflex, when
it comes to judging what the difference is between an obstacle and the ground. In
Walknet, they recently added the method of using the relative position between to
adjacent legs to “decide” if the obstacle is to be avoided or used as a foothold. We
do not know if the ASV really has a reflex for this behaviour, but it does plan the
motion of the transferring legs so as to avoid the other legs.

TITAN III and Thing have reflexes for finding suitable footholds by avoiding
footholds close to edges. Thing is also a bit special in general, since one could view
the entire controller as a set of reflexes (low level controllers) that are activated in
sequences.

TITAN III and the ASV have a more global reflex for emergenciesthat stops
the machine. In TITAN III, if something is not as it should12, the entire machine
is simply stopped. The ASV uses a more advanced method. When an emergency
occurs13, the current motion plan merely continues to execute, sincethe planner
always maintains a plan to halt the vehicle at the end of the current motion plan.

In general, reflexes are often used to maintain balance. For instance, TITAN III

11By leg reflex, we mean a relatively simple behaviour on the leg.
12A typical example is that a foot has not acheived the support phase in time.
13A typical emergency in case of the ASV is that the force distribution algorithm fails to find an

acceptable solution.
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could be said to use leg reflexes to control the attitude and one could also consider
the balance servo in the ASV and TITAN VI as an advanced reflex.

Reflexes seem like a useful way to increase the robustness of the system. Con-
sequently, it might be wise to study animals (and other controllers) to see if there
are any additional low level behaviours, or reflexes, that could be useful for legged
machines.

4.2.2. Common solutions

This section is divided according to classes of methods and contains a lot of ref-
erences to help the reader find more detailed information. Italso tries to give an
indication as to what the trend is; in what direction the research is heading.

Generation of reference trajectories

Algorithmic methods for motion planning based on static balance criteria14 have
been used for a long time. Early examples are Hirose et al. [66,67,72].

Lee and Shii [104] describe how a graphical method can be usedto determine
gait parameters and Kumar and Waldron [97] describe a modified wave gait that can
be used as an adaptive gait. For information about a free gaitalgorithm, see for
instance Song and Chen [173]. Graph search is another methodthat is used by Pal
et al. [136,137] to plan free gaits for quadrupeds and hexapods .

Zhang and Song describe a turning gait for a quadruped [35] and the generation
of a discontinuous gait is discussed by Gonzalez de Santos and Jimenez [34]. Similar
methods for gait planning can be found in the references: [22,87,88,135,138,204].

A modern method to plan free gaits (based on ordinal optimization) is described
by Chen et al. [19]. Yang and Kim [204] also discuss a recent method for robust
hexapod gait planning that allows a fault in one leg to occur.

It is interesting to note that none of the references above contain any biped ex-
amples. We assume the reason for this is that static balance is relatively rarely used
by bipeds.

Bipeds often use model based planning by typically assumingavirtual inverted
pendulum(VIP) [89] (quadrupeds too [38, 205]). Since a leg is more often like a
double pendulum, local feedback laws can be used to make the robot behave more
like a VIP [43].

14The static stability margin is related to static balance, but there are other stability indices such
as posture stability measures (indicates resistance against tipping), see for instance the reference
[182].
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In contrast to the methods above, coupled oscillators have also been used to
generate motion references. Golubitsky et al. [49] discusshow networks of cou-
pled oscillators (models for central pattern generators (CPG)) can be used to gen-
erate the gaits (i.e. leg phases). The method includes “smooth” gait transitions for
quadrupeds, but can also be generalized to bipeds, hexapodsetc. There is of course
also earlier work on more or less the same theme: Collins and Stewart [27], Collins
and Richmond [26] and Zielinska [213]. Instead of using several oscillators to gen-
erate leg phases, Venkataraman [189] suggests using only one oscillator and variable
time delays as a model for a CPG.

Reference trajectories can of course also be learned off-line, using genetic al-
gorithms as by Kawaji et al. [91]. Here rhythmic reference trajectories are learned
for their biped’s hip and the transferring leg. Alternatively, Stitt and Zheng [177]
have used ANNs to directly learn the joint trajectories for their biped SD-2. They
used an internal model of the robot’s dynamics, so that stability measures then could
be used as feedback to the network during training. Ilg and Berns [83] have used
reinforcement learning to train the ANNs controlling the hexapod LAURON for leg
transfer, support and coordination. Berns et al. [13] have also reported the use of an
adaptive backpropagation for learning on the same robot.

Similar to this method, Shih et al. [168] use pattern parameterized trunk motions
to find suitable biped motions, by studying the trajectory ofthe ZMP. They use eight
pattern parameters and inverse kinematics in the trajectory generation. During the
generation, they vary the parameters to see how the trajectory of the ZMP changes.
Later [171], they optimize the trajectory by changing the trunk motion, in order to
keep the ZMP at the center of the support area.

This method is now very close to the one used in TITAN IV, TITANVI (see the
corresponding example section) and other machines, where the motion of the trunk
is generated so as to the keep the ZMP within the support pattern.

A trend within finding reference motions seems to be going towards solving
two-point boundary-value problems (TPBVP), where the taskis to find feasible re-
peating trajectories for one step using optimization as discussed by for instance Virk
et al. [192]. Roussel et al. [162] also work with TPBVP, for which they assume
piece-wise constant control inputs and try to find energy optimal biped trajectories.
This method relies on a good model of the entire system, sincethe idea is to solve a
shooting-problem and each “shot” requires simulating one step.

A novel method to plan the motion is discussed by Goodwine andBurdick [50],
without explicitly planning footholds. It is based on an extension of trajectory gen-
eration methods for smooth systems. The outputs are the joint trajectories (no in-
termediate calculation of spatial motions), but the results are as of yet limited to
quasi-static walking. In a later work [51] they also definenonlinear gait controlla-
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bility for a legged robot to mean if a specified gait allows movement in any direction.

Control methods

A lot of control methods are used. In addition to the standardones such as PID and
local linear state-based feedback [169], more advanced methods are also used.

Tzafestas et al. [185] do a detailed comparison of sliding mode and computed
torque control on a 5-link biped. They found that the slidingmode control gave
better results for all their test cases, especially when theparameter uncertainty in-
creased.

Other examples of advanced control methods include gain scheduling and fuzzy
logic as used by Shih et al. [170]. Osuka [134] use gain scheduling to control the
Emu robot to do sitting up and down. The interesting point is that they give some
stability results based on a Lyapunov theorem (assuming that the scheduling param-
eter varies slowly enough).

A very recent control method is closely connected to the use of ZMP to do
planning. Sorao et al. [175] present experimental results from their biped controller,
where the ZMP is controlled on-line. The algorithm first generates a ZMP trajectory
based on an arbitrary trunk CM trajectory using fuzzy logic.This ZMP trajectory is
then controlled directly on-line.

It is quite common to use different controllers for different phases. A problem
with using switching control strategies is that it is difficult to guarantee stability, but
Zefran and Burdick [211] discuss an approach to stabilize equilibrium points in this
case. The stabilization of periodic orbits (as is the case for walking) is still an open
question according to them.

A problem with the control of walking robots is that the feet may slip or leave
the ground. Genot and Espiau [48] discuss a control synthesis method for computing
torques that incorporates this aspect. A foot can be forced to leave the ground, or
ensured that it remains (i.e. horizontal forces are kept lowenough based on a friction
constraint). The input to the method is an admissible motionfor specific body points.
They do point out that the algorithm does not in general yieldphysically realizable
torques, as well as difficulties with finding admissible motions.

This leads us to the classes of methods for doing force distribution where the
control explicitly considers the forces at the different feet.

Force distribution methods

According to Lin and Song [108], there are two types of force distribution algo-
rithms: compliant and rigid. A compliant algorithm is used by Gao and Song [45],
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where they calculate the force distribution that (always) occurs due to the natural
stiffness of the machine, actuators and environment. They point out that the elas-
ticity of the structure will always distribute the forces instatically indeterminate
cases. Furthermore they point out that this only allows zero-resultant force fields to
be added as force distributions.

Rigid force distribution algorithms do not consider the system’s elasticity and is
much more widely used. Vertical force distribution was usedalready in the begin-
ning of 80’s on the OSU Hexapod, as described by Klein et al. [93] and some other
early work is described in the references [46,47,92,96].

Force distribution algorithms are still actively researched in terms of making
them faster and more efficient. Recent work includes using CMACs for hybrid
force/position control (Lin and Song [109]), quadratic optimization (Marhefka and
Orin [114]) and a Compact QP method (Chen et al. [21]).

Force distribution is difficult to implement, since it is computationally heavy
and requires force control. A more theoretic problem is how to decide on which
force distribution is the most appropriate at a given occasion. Most methods rely
on solving an optimization problem, but that still leaves uswith the problem of
selecting cost function.

Higher level control

Higher level control and selection of strategies is really beyond the scope of this sur-
vey and only three will be mentioned. We have already briefly mentioned the Real
Time Criteria and Constraints Adaption (RTCA) architecture (section 3.2.3). The
higher level strategy is based on classifying the current situation to select different
constraints for the force distribution algorithm.

Partially related to this (and based on a very similar basic control structure) a
rule-based real-time reasoning system is used to select andadapt parameters on-
line [143]. A typical example is to detect slipping and alterparameters and be-
haviours in order to deal with it.

Another example of a higher level approach uses a parallel network (BeNet)
of Real Time Augmented Automata (RTTA) [132]. It is used to generate motion
patterns from action generators that control the hybrid quadruped Ballboy.

Analysis and simulation methods

Detailed analytic analysis is difficult, if not impossible,for complex systems such
as legged machines. Some results have however been derived,mostly based on
return maps and focusing on hopping/bouncing machines (Vakakis et al. [187],
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Ringrose [161], Berkemeier [10]). The results have showed that the systems are
sometimes asymptotically stable under different conditions. As an example, Berke-
meier [10] has been able to derive and compare some stabilityresults for a simplified
model of quadruped bounding versus pronking. His results indicate that the system
can be passively stable when designed with the proper parameters. Note that this is
similar to passive walking, but that local feedback controllers are used in Ringrose’s
and Berkemeier’s work, so there is control at a local level. The important point is
that they have showed that even without a global controller,the overall limit cycle
is asymptotically stable. This was of course not a big surprise, considering passive
walking.

Due to the complexity, very little is done with pure analyticanalysis and sim-
ulation is thus required. Methods for doing simulation faster is also a subject that
is being actively researched, by for instance McMillan and Orin [119]. Today real-
time simulation is even possible, Lee et al. [103]. Wong and Orin have even sug-
gested [203] using faster than real-time simulation as partof the controller when
jumping over obstacles.

Intermittent control — hopping

The control of Raibert’s hopping robots [149] has not reallybeen discussed in this
report. Other hopping robots are the CMU “Bow Leg Hopping Robot” [16,212] and
the McGill SCOUT-robots [17].

The common aspect in the control of these robots is the fact that they are con-
trolled intermittently, in the sense that control is only applied once every cycle. This
is typically done by selecting the angle of the leg(s) at footfall. In this way, they
could be considered aiming to do control on the return-map level. This kind of con-
trol is also researched (in theory only so far) by Saranli, Koditschek, Schwind and
others [163,165].

4.3. Summary and discussion

This report is based on a literature study of legged machine control systems, where
over 20 controllers have been studied briefly, and seven15 in detail. The controllers
studied in detail have been described, compared and analyzed in order to understand
how they work. Additionally, common principles and methodsfound during the

15Or more, depending on whether you count two controllers withvirtually identical structures as one
or two controllers.
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study have also been briefly described. However, early in thestudy we encountered
a problem:

How much of the walking is part of the controller and how much is a
part of the physics (c.f. passive walking).

Since this is a literature study, we have tried to handle thisby first “abstracting” the
controller from the system and then trying to understand howit works. We have
therefore had to assume that the major cause of walking lies within the controller,
and not with physics. As a consequence, we have more or less had to exclude
passively walking systems and hopping robots (because physics is so important in
these systems). However, we find it interesting that even though dynamic effects
have been more or less neglected, we have still succeeded in understanding many
controllers. This might of course just reflect the relatively small part physics play in
todays controllers.

The control structures that we have studied are not exactly the same as what
is computer controlled. Instead, we have tried to abstract the system by defining
ideal controller inputs and outputs. Here we encountered further problems, since
different controllers rarely use the same kind of inputs. Furthermore, the details of
the input (or goal) was rarely described in detail16. However, we have during this
study concluded that it is important to have a well defined input or goal. Especially
for the purpose of comparing different controllers and structures. Furthermore, we
have come to the conclusion that some focusing question are necessary in order to
effectively compare and understand the different controllers. The questions we have
chosen dealt withbalance, generation of support sequence, generation of motion
andreflexes. In our opinion, these questions served their purpose well.

Balance Only two methods that were specifically aimed at maintainingbalance
were found: static balance and trunk force control. A lot of machines do not explic-
itly consider balance. Instead, they rely on parameter tuning, training or learning.
However, reflexes are also commonly used to help maintain balance (typically the
attitude/posture).

Reflexes The retract-and-elevatereflex (i.e. if the foot hits an obstacle in the
transfer phase, it is moved backwards, upwards and then forwards again), is one ex-
ample of a useful behaviour. We believe it is worthwhile to incorporate some of the
commonly used reflexes in both our walking robot, WARP1 and walking machines

16Sometimes the system did not even have a well defined input or goal.
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in general. Further studies of reflexes used by animals and legged machines would
probably also prove worthwhile.

Support sequence The support sequence was often generated using algorith-
mic methods (some of which considers the balance), or emergent from individual
behaviours.

Motion The cause of the trunk’s motion (as seen from the controller)was not easy
to classify. However, we believe a classification into kinematically driven and force
driven systems is reasonable, if perhaps a bit too simple. With the term kinematically
driven controller, we wish to emphasize the fact that the trunk’s motion is caused by
the kinematic motion of the legs. Whereas in the case of forcedriven motion, the
controller explicitly considers the force that the legs apply onto the trunk.

4.3.1. Discussion

Although methods for calculating support sequences, trajectory generation, static
balance and ZMP etc etc are widely studied in the literature,we have found very
little research on stability of legged machines. In fact, even the concept of stabil-
ity is very loosely defined and mostly based on the concept of asymptotic stability.
However, that requires knowledge about a desired system state (or limit cycle) and
it is rarely obvious what this state should be. We therefore believe the term stability
needs to be defined. Our impression is that the term today is used to mean the bal-
ance of the system, i.e. preventing the machine from falling. Another way of saying
that we need stability is saying that ensuring goals such as safety, performance, fault
tolerance and mission completed needs a lot more research.

From a safety aspect, the emergency halt system of the ASV seems like a very
good idea. Similarly, the idea of faster than real-time simulation as a sort of imagi-
nation, preventing the robot from doing stupid things also seems like a good idea.

Trends

One trend that we observed within this literature study is that force distribution is
actively being studied again. Another trend is the use of formulating “two point
boundary value problems” (TPBVP) and solving them with advanced methods to
find reference trajectories and/or control signals. These methods are deliberative,
but the use of behaviour-based control is also becoming morepopular.
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Biology keeps influencing the research and coupled oscillator methods are no
longer limited to outputting position references, but today also joint stiffness param-
eters in an effort to imitate biological actuators (muscles).

Impedance control and other advanced control methods are also becoming more
and more popular.

Benchmarks

One problem we encountered when trying to compare differentcontrollers was that
we could not find any results (experimental or simulated) where principally different
controllers had been used on the same machine. It is not even easy to find results for
robots solving the same task.

Or, conversely, cases where the same controller has been used on different ma-
chines. It now seems obvious that we need benchmarks for legged machines, al-
lowing us to do cross-comparisons between machines and controllers. Not just
controllers with different sets of parameters, but also structurally and principally
different controllers. We therefore believe there is a needfor benchmarks, that al-
lows us to quantify aspects such as balance and robustness. It is of course not very
easy to come up with good benchmarks, considering that legged machines vary not
only in physical dimension and actuators, but also in kinematic configuration and
the number of legs. A beginning would at least be to define benchmarks for a given
machine and testing different controllers on that machine.In this case, a simple
benchmark could be the time required to finish a 100 metre race, including starting
and stopping. A more interesting benchmark from a balance point of view, would
be doing the same race while a stochastic force disturbs the system.

4.3.2. Conclusions

To sum up our overall impressions, we believe that it is important to specify what
the goal/aim/input and output of the control system is? Froma design point of
view, a control system should include mechanisms for (or answer how) balance is
maintained, support sequence generated and motion generated. Furthermore, we
believe that fast reflexes are important to achieve good performance, especially in
rough terrain.

Finally, we believe there is a need for benchmarks in order tocompare and eval-
uate different legged systems. At least it would be fun with Olympic Games for
legged machines.
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Part II.

The walking robot platform
WARP1
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Figure 4.1: Photo of the walking robot WARP1.

Introduction to part II

This part will describe the four-legged walking robot platform WARP1 (figure 4.1).
First, chapter 5 describes the platform in terms of its modular structure and then
chapter 6 concludes this part by discussing the mathematical modeling of the robot.
Chapter 5 is based primarily on the article by Ridderström etal. [155] with some
updated material from Ingvast et al. [84]. Chapter 6 is new and unpublished.
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This chapter describes a four-legged walking robot platform that has been developed
within the Centre for Autonomous Systems [18]. It consists of a robot (section 5.1),
computer architecture (section 5.2), control design tools(see chapter 7) and a basic
control structure (section 5.3). Section 5.4 describes basic robot performance in
terms of strength and speed.

Background and history The long-term objective is to provide an autonomous
locomotion platform suitable for use in difficult terrain, where the autonomy implies
that the platform should be self-contained in terms of its energy and computer re-
quirements. The work started in 1996 and focused on the choice of locomotion
platform. In 1997, two robot prototypes had been constructed: A prototype leg by
Benjelloun [9,120]; and a modular wheeled robot by Liander and Wallström [107]

Work then continued with legged systems, because of their potential for high
mobility in very harsh terrain, as well as the challenging problems in creating such
systems. A four-legged configuration was chosen, since thisshould allow both stat-
ically and dynamically balanced locomotion

The initial version1 of the robot hardware was built by 39 undergraduate students
during spring 1998, in an advanced course in Mechatronics and Machine Design
[102, 197]. Work then continued by the researchers and WARP1 took its first steps
in September 1999. However, the platform’s mechanics and electronics were not
robust and work on this kept on until next summer, when WARP1 was walking and
trotting robustly (seehttp://www.md.kth.se/~cas/movies). Since then,
the practical work has mainly focused on further software development.

1Initially the platform was called Sleipner3, but it was soonrenamed to WARP1, since Sleipner is the
name of Odin’s eight-legged horse in the Norse mythology.
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Figure 5.1: The robot WARP1 standing (left) and resting on its knees (right). In both
photos the front of the robot is to the left. The left photo is from 1998 and the other
from 2000, where one visible change is that aluminum boxes with computers have been
mounted on the sides of the trunk (see page 123 for a more recent photo).

Research aim The initial research focus of the project has been on controlmeth-
ods for robust blind walking (walking without range finding sensors and/or terrain
models) and mechatronic leg design (i.e. design of mechanics, actuators/trans-
missions and integration of control units). After blind locomotion has been achieved,
range finding sensors and navigation/planning control might also be studied. Since
different control methods will be investigated, it has beenimportant to create a plat-
form that makes testing and implementation of the methods easy.

Modularity The platform is modular in terms of:

• mechanics

• electronics

• computer systems

• control software.

Some of the modules are illustrated in figure 5.4, where the platform is divided into
modules corresponding to external hardware, trunk and legs, and then each leg is
further divided into three joints and a foot.
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Table 5.1: Mass distribution, dimensions and power system parametersof WARP1

Part Mass[kg] Dimension[m]

Robot 59 (l × w × h)
– Trunk 20 0.8×0.4×0.18
– Leg 10 0.59

– Thigh 2.3 0.29
– Shank 2.1 0.30

System parameters
System voltage [V] 48
Maximum nominal motor
power (approx.) [kW] 1.6
Battery weight [kg] 6
Battery capacity [Ah] 7

5.1. Robot hardware

The robot has a cursorial leg configuration, where the kneecaps usually point for-
wards (figure 5.1). The modularity makes it easy to interchange the legs and achieve
other configurations (such as all knees inwards or outwards). The mass distribution
is about 20 kg for the trunk and 10 kg for each leg (table 5.1). The robot’s approx-
imate centre of mass is illustrated in figure 5.2, but it varies during walking due to
the relatively large leg masses.

5.1.1. The trunk

The trunk is an aluminum frame built out of profiles with grooves that allow sliding
nuts to fit. The sliding nuts make it easy to attach componentsand also to adjust their
positions. Only the system voltage (48 Volt, table 5.1) is distributed to the different
modules. It can come from an external power connection (up to20 A), and/or an
on-board NiMH battery pack. The battery pack can be used for shorter periods of
self-powered operation corresponding to approximately 40minutes of walking.

The legs are mounted with sliding nuts in the grooves of the trunk frame, making
it possible to vary the leg attachment points in the longitudinal direction. Normally,
the legs are placed as far apart as possible (figure 5.2), but the distance can be varied
from 0.16 m to 0.65 m.

5.1.2. The leg

Figure 5.3 shows closeups of a leg and the hip joint. The legs have the same kinemat-
ical structure and each leg has three degrees of freedom: hipabduction/adduction
(a/a), hip flexion/extension (f/e) and knee flexion/extension. The axes of revolution
in the hip intersect and the knee can only overextend a few degrees (table 5.2). All
the legs are identical, but mirrored in the sagittal plane. The distance from hip joint
to knee joint is 0.29 m and 0.30 m from knee joint to foot pad.
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Figure 5.2: Kinematics and dimension of WARP1. The illustrated hip abduc-
tion/adduction angle,q1 and hip flexion/extension angleq2 are positive, whereas the
illustrated knee flexion/extension angle,q3, is negative.

5.1.3. The joint

The joint workspaces are limited by mechanical stops and tabulated in table 5.2 to-
gether with other data. Each joint is actuated by a Maxon DC motor via a Harmonic
Drive connected to a cable and pulley system, where the lowerpulley is attached to
the limb (figure 5.3).

The cable reduction ratio is lower for the hip abduction/adduction joint than the
flexion/extension joints. Furthermore, each flexion/extension joint can be fitted with
a rubber torsion spring between the lower pulley and the limb. A spring increases
the shock tolerance and the idea was to partly observe and control the joint torque
through the spring deflection, similar to work by Pratt et al.[144]. The deflection
is measured using two incremental encoders, one on the motorshaft and another
on the joint shaft. Since the hip abduction/adduction jointcannot be fitted with an
elastic element, it has only one encoder on the motor side. However, this method
has not been used so far and the rubber springs were later alsoremoved since they
were considered too weak (it took about 0.25 seconds just to unload a fully loaded
joint). Since the encoders are incremental, there is also a synchronization sensor
(Hall-effect switch) that is used for calibration.

The pulley cables are steel wires (diameter 2.3 mm) that are tightened and fixed
at the lower pulley. At the top pulley, forces are transmitted by friction (the cable is
wound 212 revolutions) and by a small stopper soldered onto the wire. The stopper
on the wire is fitted into a cavity in the pulley to prevent slippage.
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Table 5.2: Data for hip abduction/adduction (a/a), hip flexion/extension (f/e) and knee.

Joint data Hip (a/a) Hip (f/e) Knee
Workspace (0◦= straight leg) [◦] -30 – 30 -45 – 80 -110 – 5
Rated motor output [W] 90 150 150
Motor current rise time [ms] 0.7 0.4 0.4
Speed rise time at constant voltage [ms] 20 10 10
Acceleration time to full speed at 5 A [ms] 95 80 80
Harmonic drive reduction 100 100 100
Cable transmission reduction 2.5 2.85 2.85
Max. nominal angular velocity at 48 V [rad/s] 4.8 2.6 2.6
Max. nominal torque at 5 A [Nm] 50 91 91
Encoder resolution, joint shaft [mrad] NA 1.6 1.6
Encoder resolution, motor shaft [mrad] 0.06 0.01 0.01
Joint stiffness (with rubber spring) [Nm/rad] NA 100 100
Joint stiffness (without rubber spring) [Nm/rad] 1000 1000 1000
Motor and gear inertia (from joint side) [kgm2] 1.0 2.7 2.7

Speed rise time for a voltage step is about 15 ms and it takes about 90 ms to
reach full speed (table 5.2) with the current limited to 5 A. Limiting the current is
important, since the motors are strong enough to break the steel wires. Additional
safety is provided by using joint range limit sensors (Hall-switch).

5.1.4. The foot

Figure 5.3 show’s a photo of the foot. It’s pad is a half spheremade out of rubber
(diameter 50 mm), mounted on a linear bearing (range 0 mm to 26mm) with a soft
spring that extends the pad. A potentiometer measures the deflection and thereby
provides both ground contact information as well as ground distance information
just prior to an impending impact (the distance to the groundis measured along the
direction of the shank). The foot is also equipped with a loadcell that detects ground
forces. Together, the two sensors more accurately detects ground contact.

5.2. Computer architecture

Figure 5.4 illustrates the computer architecture of the platform. Robot controllers
can be developed and simulated on any computer with the appropriate software
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Figure 5.3: Photo of a leg and close-ups of hip joint and foot. The black plastic cover
has been removed in the closeup of the foot.
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5.2. Computer architecture

Algorithm 1 Main loop in the ACN node’s RUN state

1. Start AD conversion since that takes about50us
2. Send ACN status message (every other cycle) and check for timeout
3. Sample encoder values and send encoder messages
4. Wait (up to a small time) for an actuator message and then set actuator outputs.
5. Send converted analog sensor values in current and foot sensor messages.

(chapter 7 describes the software tools). On the host computer, the controller can
also be implemented for execution on the Development Control Node (DCN) to per-
form (real) experiments. During the experiments, the operator uses the host com-
puter to control execution, modify parameters and log data etc. In addition to the
interface through the host computer, the operator also steers the robot with a joy-
stick and the Joystick Sensor Node (JSN). The JSN is based on aSiemens C167
microcontroller, whereas the DCN and the host computer bothare standard PCs.

The system voltage and current is measured by the Trunk Sensor Node (TSN)
that is mounted inside the trunk. The TSN is based on the same hardware and
software as the JSN, but uses a specially designed IO-card toacquire data from

• one three-dimensional accelerometer

• one two-dimensional inclinometer and

• three rate gyros.

These data are then sent over a Controller Area Network bus (CAN bus) to the DCN.
The Actuator Control Nodes (ACN) functionally belong to theleg modules, but

are mounted on the outside of the trunk (see figure 5.1). They are also similar to the
JSN and TSN, but use another specially designed IO-card and PWM-driver card to
acquire sensor data and control motor output. Communication with the DCN takes
place over dedicated CAN busses, one for each ACN to provide enough bandwidth.

5.2.1. The ACN code and the CAN protocol

A simple state machine (figure 5.5) executes on the ACN, and similar state machines
execute on the TSN and JSN. The nodes will automatically synchronize with the
target computer’s sample rate, since the RUN state waits (upto a small amount of
time) for the message with actuator output values. Basically algorithm 1 is executed
in the RUN state.
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Figure 5.4: Platform modules and computer architecture where the DCN and host
computer are standard PC.s. The JSN, TSN and ACN are microcontrollers based on a
Siemens C167 processor. For details, see section 5.2.
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Figure 5.5: ACN state machine. and illustration of messages on CAN bus between
DCN and an ACN. Up to seven CAN messages, with 384 bits of actual data (792 bits
including overhead), might be transmitted during one sample.

In case no status messages are received within a few cycles, atimeout occurs
and the state machine falls through to the HALT state. Otherwise the state machine
remains in the RUN state until a Halt-message is received. Similarly, if the DCN
fails to receive messages from any of the ACN:s, it stops and sends a Halt-message
to the ACN:s.

The CAN bus protocols use a fixed message scheduling, illustrated for the ACN:s
in figure 5.5. With this protocol (ACN) and hardware, the bus saturates at a sample
rate of approximately 1000 Hz. In each cycle, up to seven messages are sent, cor-
responding to a rate of about 384 kbit/s of actual data. With the message overhead
this comes to about 792 kbit/s, a little bit below the bus bit rate of 1000 kbit/s.

5.3. Control structure

Figure 5.7 illustrates the basic control structure with three levels: trunk, leg and
joint level. When testing specific control ideas, parts of the structure are modified
and this section will describe it’s overall properties. Thesystem is designed to allow
a distributed implementation on several target computers.For instance, the system
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Figure 5.6: Illustration of computer architecture with two target computers, DCN and
Trunk Estimation Node (TEN).

previously used two target computers as illustrated in figure 5.6. This allowed con-
current software development and testing against the ACN.sand the TSN.

Special care is taken to make sure that each major control module only uses
signals which can be expected to be available in a distributed implementation. In the
distributed situation only communication drivers have to be added to the interfaces
of the control modules.

The trunk attitude is estimated by an algorithm designed by Rehbinder et al.
[152, 154] that is executed in thetrunk observer, using data from the TSN. Trunk
motion and attitude is controlled by thetrunk controller. However, except for Rid-
derström and Ingvast’s [160] work on posture control, the trunk controller typically
only generates parameterized position/velocity references for eachleg controller.

Theleg observerof leg l calculates the vector from the hip to the foot pad,r (and
velocity, v) relative to the trunk frame. These estimates are then used (in a position
control framework) by a simple combined stiffness/dampingcontroller

τ l = JT
l · {K l ·

(

rref − r
)

+ Dl ·
(

vref − v
)

}, Jl =
B∂r

∂ql

(5.1)

that tracks the corresponding referencesrref andvref . In this control law, the Ja-
cobian,Jl, is relative to the trunk with respect to the joint angles,ql, and the matri-
cesK l andDl denote the stiffness and damping coefficients. The output are three
joint reference torques,τ l, where the knee component is later modified by a virtual
spring/damper to prevent the knee from overextending.

The torque reference is first limited in thetorque modelblock (implemented as a
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Figure 5.7: Overview of control structure.

current limit) that outputs a reference current. Then a feedforward DC motor model
(based on inner resistance and back-EMF) is used together with a PI-controller to
compute the desired voltage. Finally, if a limit sensor is active, thesafety stopblock
limits the voltage in the direction of the corresponding mechanical stop.

5.4. Experiments

To demonstrate the speed of the legs, a simple experiment in which the robot per-
forms walking motions was conducted. The robot was placed ona support with the
legs in the air and two elliptic reference motions (periods 1.0 and 0.8 seconds) were
tracked (figure 5.8).

When the period is 1.0 s, the leg tracks the reference (dashedline) well in both
experiment (thick line) and simulation (thin line). The simulated and experimental
trajectories have a small offset down to the rear due to gravity. The hip motor volt-
age (thin line) is close to being saturated and achieves a maximum joint speed of
2.4 rad/s, whereas the knee motor voltage (thick line) is below the saturation level.
Just below the hip, the foot has a speed of 1.0 m/s.
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Figure 5.9: Trunk motion (left) and torques: hip f/e (middle) and knee f/e (right) during
kneeling. The torques are estimated from the motor currents.

When the period is 0.8 s, the hip is unable to track the motionsand saturates at
a maximum joint speed of 2.5 rad/s. We can also note a small difference between
the simulated result and the experimental result, probablydue to poorly estimated
parameters. The maximum speed of the foot is 1.25 m/s.

5.4.1. Resting on knees

To demonstrate the strength of the robot, a 50 kg payload was attached and leg
reference trajectories were designed to make the robot go down on its knees and then
up again (figure 5.9). The kneeling position is actually stable without any power to
the actuators and could be used for “resting”. Note that the knee flexion/extension
reference torque (thin line) cannot be achieved because thejoint limit sensor is active
during the time intervalt ∈ [7, 17] s.
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5.5. Discussion

5.5. Discussion

The experiments have shown that the robot is strong and fast.It can go down and up
on its knees with a 50 kg payload, as well as achieve joint speeds of 2.5 rad/s and
foot speeds of 1.2 m/s.

Testing the robot has also shown limitations. For instance,the foot clearance is
only about 0.19 m, due to a low working range in the knee. With the working range
of a human knee (about 150◦), clearance would be more than doubled. This will be
taken into account in the design of the next leg.

The testing also taught us the importance of safety functions in order to avoid
expensive mistakes. For instance, there are often very large position errors when the
controller is started, and consequently a large control output. Examples of functions
that increase safety are mechanical joint stops, limit sensors, current limiting and a
dead-mans grip on the power supply to the motors. On the otherhand, additional
sensors etc increase the complexity and can introduce unexpected behaviours. For
instance, the dead-mans grip is very convenient and consequently often used without
stopping and then restarting the controller. This can be “dramatic” if the control
error increased a lot while the motor was turned off. Even so,testing the robot and
doing experiments have also shown that the control structure works well, and future
control research will focus on the elements of this structure.

The tools combined with the computer architecture make it easy to move control
blocks between the target computers. Similarly we expect itto be easy to expand
the system with additional target computers, for vision andother long range sensors.
The control frequency is limited by the CAN busses and not by the computational
performance. The CAN bus to the ACN is filled at a control frequency of 1000 Hz
(more than enough in practice), but the real bottleneck lieswith the commercial
CAN drivers on the DCN. With four legs, we have to execute the controllers on the
DCN at 300-500 Hz (depending on their complexity). Fortunately, this bottleneck
can be eliminated by rewriting the CAN drivers when we need touse more CAN
messages or a higher control frequency, thus leaving us witha control frequency
limit of a 1000 Hz.
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6. Mathematical model of W ARP1

This chapter primarily describes the derivation of the differential equations for a
rigid body model of WARP1 using Kane’s equations in a symbolic form. The
rigid body model is too complex for derivation by hand, so theSophia language
by Lesser [106] was used (implemented for the computer algebra system Maple).
However, it is the mathematical aspect of the derivation that will be described, not
the actual Maple/Sophia-code used for the derivation.

The first section briefly discusses aspects of modeling walking robots, general
assumptions and assumptions specific to WARP1. Then section 6.2 describes Kane’s
equations, followed by section 6.3 that describes the actual derivation of a rigid body
model of WARP1. This section will also make the reader more familiar with the
kinematics of WARP1 and the notation used to express kinematic relationships.The
final section discusses the results and the author’s experience of this work, as well
as some notes about notation (section 6.4.2) and how to derive linearized equations
of motion (section 6.4.3).

6.1. Models

Some kind of model of a legged robot is necessary in order to simulate the robot’s
behaviour, but it is also very useful for analysis and control design. A relatively
complete simulation of a walking robot requires several kinds of models:

• Kinematic differential equations (kde) and dynamic differential equations (dde)
of the robot’s rigid body model (rbm).

• Actuator models

• Sensor models

• Model of control implementation (sampled control system) and communica-
tion system (delays)
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6. Mathematical model ofWARP1

• Models of the environment, such as

– Model of the ground and foot/ground interaction, includingground ge-
ometry and characteristics

– Disturbances (the robot pulls something or is pushed etc)

Simulation also requires choosing suitable initial valuesand/or a method to start the
simulation (WARP1 usually starts simulation and real experiments in the sameway
— hanging in a rope and being lowered down until standing). For control design,
on the other hand, it might be enough with just a partial kinematic description of the
robot.

Note that there is (of course) a trade off between using detailed models and the
speed with which the simulation runs. Therefore, models of sensors, control imple-
menation and communcation have in general only been included and used in special
cases. On the other hand, the rigid body model and ground model are always used,
whereas different types of actuator models have been switched between frequently.
This chapter will focus on the mathematical aspects of the derivation of the rbm,
whereas the other models are only briefly described.

6.1.1. Rigid body model

The following general assumptions are made about the rbm:

1. The main body, i.e. the trunk, hasL articulated legs attached to it.
2. The force or torque applied at each joint is the output of anactuator model (or

zero for an unactuated joint). Friction, backlash and elasticity in the power
transmission are modeled in the actuator model. Similarly,the actuator model
also includes models of the physical joint limits.

3. The interaction with the environment is accounted for by external forces (i.e.
outputs of a ground model).

The last assumption implies that the rbm is modeled as an openmechanical loop
regardless of the number of feet in contact with the ground. An alternative could
have been to assume that a foot in contact with the ground creates a closed mechani-
cal loop, with a different set of differential equations since the number of degrees of
freedom has changed. However, the open loop alternative waschosen since it makes
it easier to model slipping and a wide variety of ground characteristics.

Another modeling choice is whether the rbm differential equations should be in
numeric or symbolic form. There are quite a few methods and tools that produce
these equations numerically and some of those tools will be discussed in the next
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chapter (chapter 7). Here the differential equations will be derived in symbolic form
and although it might not be the best choice with respect to simulation performance,
it keeps the door open for doing more advanced analysis.

The following assumption is more specific to the design of WARP1:

Each leg is structurally identical and consists of two rigidbodies (a
thigh and a shank) with rotational joints between the bodies.

This assumption implies that some mechanical details of WARP1 are ignored:

• A small rigid body in the mechanism of the hip joint is ignored, i.e. the joint is
modeled as a two-dimensional joint rather than as two one-dimensional joints
connected in series by a rigid body. Kinematically there is no difference since
the joints’ axes intersect.

• The foot is not modeled as a separate rigid body. Instead, thefoot’s mass and
inertia is lumped with the shank, and the small motion of the foot’s passive
linear joint is ignored. (This passive joint is used as a sensor that measures the
ground distance just before footfall).

The Maple/Sophia script that derives the rigid body model isspecialized for WARP1.
To speed up the derivation, it is assumed that the legs have identical kinematics, but
not identical parameters such as link lengths and inertias.However, the script is not
limited to WARP1 and can actually generate the rigid body model for a machinewith
L limbs, where each limb has 1–4 joints. This assumes limb kinematics similar to
that of WARP1, but it is only necessary to change two or three rows, to use another
sequence of rotational joints. Inserting linear joints is also easy.

6.1.2. Environment model

Terrain geometry is described using plane surfaces. We assume that the ground
applies forces only on the supporting feet, no torques. Thisis motivated by a small
footpad radius (about 2 cm).

The ground force is calculated as a function of penetration depth and velocity
with some typical parameters illustrated in table 6.1. A linear spring/damper model
is easy to use, but can result in discontinuous impact forces, due to damping and
nonzero impact velocities. For the force perpendicular to the surface, we therefore
use a modified version of a spring/damper model [130], when the foot penetrates the
ground

Fz = −kzz
n − dzzż · (Heaviside(−ż))

141



6. Mathematical model ofWARP1

Table 6.1: Two examples of ground model parameters

Type of ground kz

[
N
m

]
dz

[
Ns
m2

]
γ dh

[
Ns
m

]
n

Weakly damped ground 70,000 2,000 0.7 2,000 1
Heavily damped ground 50,000 100,000 0.7 2,000 1

wherekz anddz are the stiffness and damping coefficients, andz is the penetration
depth. For thex andy−components, a smoothed viscous friction with a maximum
limit based on the vertical force is used as in [15]

Fx = −γFz
2

π
arctan

(

dh
ẋ

γFz

π

2

)

whereγ is the friction coefficient anḋx is the velocity in thex-direction. Fy is
calculated similarly.

6.1.3. Actuator model

Different actuator models are used (trading simulation speed against accuracy), rang-
ing from ideal torque sources up to and including the DC motor’s electrical and
mechanical dynamics, viscous damping and linear spring/damping characteristics.
Unmodeled (potential) problems include backlash, wire pulley dynamics and slip-
page as well as the motor’s temperature dependence. Experience has shown that the
motor parameters are quite temperature dependent.

The rotational acceleration of the link that the stator is attached to, is not mod-
eled and the spring model is used to map spring deformation tooutput torque. This
makes it is easy to add the actuator dynamics as extra states to the system, outside
the rigid body model.

6.1.4. Sensor model

The robot has dual encoders to measure joint and rotor shaft angles as described in
the previous chapter, but the discretization errors are ignored. Similarly, the sensors
that measure motor current have not been modelled either. The inclinometers, rate
gyros and accelerometers that are used to estimate orientation [153] have been mod-
elled in simulation. Low-pass filters for the inclionmetersand offset plus noise for
the rate gyros and the accelerometers, but this was mostly simulated during devel-
opment of the attitude observer.
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6.1.5. Control implementation model

In order to simulate a limited control frequency, we have added sampling delays in
sensor sampling and actuator commands. Similarly, signalsare delayed to reflect
the fact that we do control over a CAN bus, but we do not model the corresponding
jitter. However, the simulation runs substantially slowerwhen including this model,
so it is typically not used.

6.2. Kane’s equations and Lesser’s notation

The notation used in this thesis is primarily based on the interpretation of Kane’s
equations by Lesser [106]. Lesser takes a geometric approach in his book, where
Kane and Levinson’s book [90] is more algorithmical. Their book is the main refer-
ence for Kane’s equations and Lennartsson’s thesis [105] isan interesting reference
regarding the efficiency of this method for deriving symbolic differential equations
of rbm’s.

Kane’s equations are an improvement from the 1960’s of work by Gibbs, Appell
and others. In the equations, thekinematic differential equations(kde) are used to
find a basis transformation for the tangent space, that allows the user to in some
sense choose configuration and speed parameters independently. This integrated
use of converting the second order differential system intotwo first order differ-
ential systems, the kde and thedynamic differential equations(dde), can produce
a combined system that is easier to work with. The main feature however, is that
the method is well suited to handle non-holonomic systems and it is easy to do
multibody analysis. In Lesser’s interpretation and notation, a stringent difference
between geometric objects and the components that represent the object is included.
An example of that will be given shortly, but first some basic terminology.

A reference triadconsists of three non co-planar vectors and a rigid
body1. The directions, but not the origin of these vectors are assumed
fixed relative to the rigid body. The vectors comprising the triad are
free, a vector from point A to point B, is considered equal to any other
vector with the same direction and length. The combination of a fixed
point in the body together with the triad comprise areference frame.
A standard triadandstandard reference frameuses orthonormal triad
vectors.

1Not necessarily a physical body, just a set of points that behave as rigid body.
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Now, to distinguish between a geometric object and it’s component representation,
let a vectorr in a three-dimensional vector space with standard triad{a1,a2,a3} be
expressed as

r = r1a1 + r2a2 + r3a3

whereri ∈ < are the vector components relative to this base. Using matrix multi-
plication, this can be written as follows:

r = [r1 r2 r3]
︸ ︷︷ ︸

=rT





a1

a2

a3





︸ ︷︷ ︸

=a

= rTa = aT r,

whererT = [r1 r2 r3] andaT = [a1 a2 a3]. If it will be necessary to indicate which
reference triad the components refer to, this will be indicated by a left superscript,
i.e. to indicate that the components with respect to triada are used, we write:

r = [ar1
ar2

ar3]
︸ ︷︷ ︸

=arT





a1

a2

a3





︸ ︷︷ ︸

=a

= (ar)T a = aT ar. (6.1)

More often, it is useful to indicate what body the componentsrefer to, and since
bodies are here denoted by a capital letter, that letter is typically used as left super-
script. However, since a triad fixed in bodyA is typically referred to asa, this only
means that (6.1) is written as follows:

r =
[
Ar1

Ar2
Ar3

]

︸ ︷︷ ︸

=ArT





a1

a2

a3





︸ ︷︷ ︸

=a

=
(
Ar
)T

a = aT Ar

An inner (dot) product,·, between two matrices means that it acts on the com-
ponents of the matrices in a matrix multiplication, as in this example:

aT · b =
[

a1 a2 a3

]
·





b1

b2

b3



 =





a1 · b1 a1 · b2 a1 · b3

a2 · b1 a2 · b2 a2 · b3

a3 · b1 a3 · b2 a3 · b3





A special case is

a · aT =





a1 · a1 a1 · a2 a1 · a3

a2 · a1 a2 · a2 a2 · a3

a3 · a1 a3 · a2 a3 · a3



 =





1 0 0
0 1 0
0 0 1



 ,
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that results in a unit matrix.
The outer (or dyadic) product between two vectors is simply expressed by writ-

ing two vectors next to each other,vw = D, thereby forming adyadoperator. The
dot product between a dyad and a vector results in a new vectoras follows:

D · u = (vw) · u = v (w · u)

u ·D = u · (vw) = (u · v)w

and a matrix representation ofD is easily obtained through

aT ·D · a =





a1 ·D · a1 a1 ·D · a2 a1 ·D · a3

a2 ·D · a1 a2 ·D · a2 a2 ·D · a3

a3 ·D · a1 a3 ·D · a2 a3 ·D · a3



 = AD,

where the left superscript denotes the reference triads.
Lesser combines the idea of stacking vectors into a column matrix, with the

concept of asystem vectorwhich for a point mechanism would describe it’s config-
uration. Quoting from Lesser [106, p. 97]:

First consider a mechanism that is composed ofK points, labeled by
1. . .K, and interconnected in such a way as the configuration is de-
termined byn generalized coordinates. Thus assume the existence of
the position vectorsr<1 (q, t),. . .r<K (q, t), whereq stands for the set
of quantitiesq1, q2, . . . qn. The 3K component vector that represents a
configuration point is indicated by the convention of dropping the label
from r<L, that is by writing:

r< =








r<1

r<2

...
r<K








with each component of theK column being a position vector to the
Lth point. . . . From now on we will use the nameKvectors.

For the point mechanism, each vector can be represented by three components and
hence the mechanism by3K components. For a rigid body mechanism,6K com-
ponents are needed. The point in configuration space can in general only move in
a subspace which is locally referred to as thetangent spaceand the termtangent
vectorswill be used to denote vectors in that space. In fact, a linearly independent
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set of tangent vectors forms a basis for the tangent space andthese are important as
will be described later.

Going back to Kvectors, thesystem velocity vector, describes the velocities and
angular velocities ofK rigid bodies in a mechanism and is written as follows:

v< =










v<1

ω
<1

...
v<K

ω
<K










.

wherev<k andω<k are the velocity2 and angular velocity of thekth body. Similar
to v<, a Kvector with the applied forces onto each rigid body can bewritten as
follows:

F< =










F<1

T<1

...
F<K

T<K










.

Here,F<i andT<i means the sum of external forces and torques applied to theith

body.
A commutative bilinear operator,•, is defined for two Kvectors of equal size

and defined as the sum of scalar products between the corresponding vectors. For
v<andF<, the product is expanded as follows

v< • F< =

K∑

i=1

v<i · F<i

which here corresponds to the instantaneous power produced(or consumed) by the
mechanism. However, note that not all products are physically meaningful (for in-
stance,F< • F<).

Assume that the vector space whichv< belongs to has the a basis of Kvectors,
{a<

1 ,a<
2 , . . . ,a<

n } wheren is the dimension of the vector space, thenv< could be

2The velocity can actually be the velocity of anyindexpoint of the body, but in this work the index
point will always be the centre of mass of that rigid body.
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expressed as

v< = v<
1 a<

1 + v<
2 a<

2 + · · · + v<
n a<

n =
[

v<
1 v<

2 . . . v<
n

]
·








a<
1

a<
2
...

a<
n








= v<T a<

wherev<
i ∈ < are the scalar components anda< denotes the collection (column

matrix) of base Kvectors.

6.2.1. Derivation of differential equations

The process of deriving the differential equations for a rbmis now surprisingly
straight forward. Note that the time variant case is not described here, nor the case
systems with non-holonomic constraints or redundant coordinates.

1. Formulate the system velocity vector,v< as a function of generalized coordi-
nates,q andq̇.

2. The system velocity vector will be affine with respect toq̇ and can be parti-
tioned into

v< = τT q̇ +τ
<
t (6.2)

whereτT = [τ<
1 ,τ<

1 , . . . ,τ<
n ] is a collection oftangent vectorsthat can be

used as a local basis of the tangent space.τ
<
t describes the time-variant part

of v< which is zero in the time in-variant case and will not be considered
further.

3. Choose an invertible linear transformation3, W βτ that converts generalized
velocities,q̇, into generalized speeds4, w, i.e.

w = W βτ q̇.

whereW βτ can also be thought of as basis transformation fromτ to a new
basisβ. As an example of how the transform could be chosen, assume we
would like to express the velocity of a body,B as follows

v<B = aT





w1

w2

w3



 ,

3An affine transform,u = W βτ q̇ + f is also possible, but will not be used in this work.
4Note that Lesser typically denotes generalized speeds withu but here the symbolw is used instead.
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i.e. in simple terms of the generalized speedsw1, w2 andw3 and an orthonor-
mal triadaT = [a1 a2 a3]. From (6.2), we have already determinedv< as a
function of q̇, and therefore alsov<B as a function oḟq and we have that,

v<B =
[
τ

<B
1 ,τ<B

1 , . . . ,τ<B
n

]
q̇.

We can now write the following system of equations:

aT





w1

w2

w3



 =
[
τ

<B
1 ,τ<B

2 , . . . ,τ<B
n

]
q̇

whereτ<B

i is the velocity component of bodyB that is proportional to the
generalized velocitẏqi. Premultiplying both sides witha· produces

a · aT
︸ ︷︷ ︸

=I3×3





w1

w2

w3



 = a ·
[
τ

<B
1 ,τ<B

2 , . . . ,τ<B
n

]
q̇

whereaT · a = I and the right side is further expanded as follows:




w1

w2

w3



 = a ·
[
τ

<B
1 ,τ<B

2 , . . . ,τ<B
n

]
q̇

=
[

a ·τ<B
1 a ·τ<B

2 . . . a ·τ<B
n

]
q̇

=





a1 ·τ<B
1 a1 ·τ<B

2 . . . a1 ·τ<B
n

a2 ·τ<B
1 a2 ·τ<B

2 . . . a2 ·τ<B
n

a3 ·τ<B
1 a3 ·τ<B

2 . . . a3 ·τ<B
n



 q̇

Doing similar choices for the remaining generalized speeds, we end up with a
system of equations as follows:

u = W βτ q̇.

With a valid choice where∃W τβ =
(
W βτ

)−1
, the kinematic differential

equations are simply
q̇ = W τβw. (6.3)

4. Determine a new basis for the tangent space. Substituting(6.3) into (6.2) we
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get

v< = τT q̇

= τT W τβu

= βT w

where we identified the new basisβ as

βT = τT W τβ.

5. Newton’s equations of motions can be written as

ṗ< = F<
a + F<

c

whereF<
a andF<

c are the applied and constraint forces respectively, andṗ<

is the time derivative of the momentump< relative to an inertial frame,N ,

ṗ< =
N∂p<

∂t
.

The momentum can be written as

p< =








m1U

I1

. . .
mKU

IK







· v< =








m1v
<1

I1 · v<1

. . .
mKv<K

IK · v<K








wheremi is the mass of bodyi, U is a unit dyad andIi is the inertia of body
i around its index point, i.e. here its centre of mass.

6. Constraint forces vanish when projected onto the tangentspace, i.e.

βi • F<
c = 0,

since the constraint forces by definition do not produce any power and the
projection corresponds to power. This can be used to eliminate the constraint
forces as follows:

β • ṗ< = β • F<
a + β •F<

c
︸ ︷︷ ︸

=[0,0,...,0]T

and the dynamic equations have been derived. They will be linear inẇ and
by extracting the coefficients oḟw, the dynamic equations can be rewritten as

Mẇ = F
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whereF are the remaining terms.

The kde and dde have now been derived as

q̇ = W τβw

and

Mẇ = F.

If it is desired, the dde could of course be further partitioned into a standard form
such as:

M (q) ẇ + C (w, q) + g (q) = f

where the Coriolis forces,C (w, q) and gravitational forces,g (q) have been written
separately.

6.3. Derivation of W ARP1 rigid body model

We will now proceed with the derivation of a rbm of WARP1 following the manner
just described. Figure 6.1 illustrates the rbm where the legs have been enumerated
as follows:

1 – front left, 2 – front right, 3 – rear left and 4 – rear right leg,
but the actual enumeration is not important.

Figure 6.1 also illustrates the two main reference triads:

N The world frame is denotedN and n denotes the triadn =
[n1 n2 n3]

T wheren3 points upwards, i.e.−n3 has the same di-
rection as the field of gravity.

B The trunk fixed triad is denotedb = [b1 b2 b3]
T , whereb1 points

forward,b2 points left, andb3 points up.

Additionally, the figure illustrates the location of different points such asH3, the
hip’s centre of rotation of leg 3. Similarly, the knee’s centre of rotation of leg 3 is
denotedK3. This is summarized in table 6.2.

To make the notation more compact, vectors between points within a leg will
only indicate the leg number with a subscript for one of the points, i.e. the vector
from H3 to K3 will be denoted withrHK3 instead ofrH3K3. Additionally, vectors
between points within one rigid body will of course be fixed relative to that body
and table 6.3 lists these vectors which can be considered to represent the physical
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6.3. Derivation ofWARP1 rigid body model

n3

n2

n1

H4

Leg 3Leg 1

Leg 2

K4

T3

S3

Leg 4
P4

b3

b2

b1

Figure 6.1: Illustration of the inertial frameN , the trunk fixed triadB and some of the
points in the WARP1 rbm. Relative to the trunk, the vectorb1 points forward,b2 to
the left andb3 upwards. Only one point is drawn for each kind of point in a leg. For
instance,P4 that represents the pad of leg4 is drawn whereasP1, P2 andP4are not
drawn. See table 6.2 for a complete listing and description of points in the rbm.

parameters of the rbm. As an example, consider, the vector from the trunk’s centre
of mass to the hip centre of rotation of leg 3:

rBH3 = BrBH3

1 b1 + BrBH3

2 b2 + BrBH3

3 b3 = BrBH3b

whereBrBH3 would then be a column matrix with physical parameters, i.e.the
vector components in the trunk frame.

6.3.1. Generalized coordinates and reference frames

The generalized coordinates are chosen as follows:

• Let qb = [qx qy qz]
T be the generalized coordinates that describe the position

of the trunk’s centre of mass, i.e.

rNB = rB = bT qB (6.4)

whererNB is denotedrB to get a more compact notation.
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6. Mathematical model ofWARP1

Table 6.2: Description of points and bodies in the WARP1 rbm, see also figure 6.1.

Symbol Description of point Description of body
N Origin of lab frame Inertial reference body
B Trunk centre of mass Trunk
Tl Thigh centre of mass of legl Thigh of legl
Sl Shank centre of mass of legl Shank of legl
Hl Hip rotation point in the hip joint of legl
Kl Knee rotation point in the knee joint of legl
Pl Pad ground contact point of legl

Table 6.3: List of body fixed vectors that represent physical parameters

Vector Description

rBHl Vector from the trunk centre of mass to hip joint for legl.
rHTl Vector from the hip joint to thigh centre of mass for legl.
rHKl Vector from the hip joint to knee for legl.
rKSl Vector from the knee joint to shank centre of mass for legl.
rKPl Vector from the knee joint to pad of legl.

n3=a3

n2

n1

b3 b2

a1

a2

Yaw rotation around n3,
triad N to triad A 

Pitch rotation around a2,
triad A to triad A’

a3

a1

a2=a,
2

a,
3

a,
1

a,
3

a,
1=b1

a,
2

Roll rotation around b1,
triad A’  to triad  B

Figure 6.2: Transformation from the triad N to the triad B using the Yaw-pitch-roll
parametrization.
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6.3. Derivation ofWARP1 rigid body model

• Let qo = [qyaw qpitch qroll]
T be the generalized coordinates that describe the

yaw, pitch and roll angles of the triadb relative to the triadn. The sequence of
rotations is illustrated in figure 6.2. The angular velocityof B relative toN ,
denotedωB , can be found by summing the angular velocities of the individual
rotations as follows:

ω
B = q̇yawn3 + q̇pitcha2 + q̇rollb1. (6.5)

• Finally, let qHaa,l, qHfe,l and qKfe,l denote the angle of rotation (starting
from the trunk): hip abduction/adduction, hip flexion/extension and knee flex-
ion/extension for legl.

However, since the complexity of the calculations increaserapidly with the number
of links and joints in series, it is useful to reduce the effect of that by not letting
qKfe,l simply be the knee angle. Instead, let the knee angle, i.e. the angle between
the thigh and the shank be expressed asqHfe,l − qKfe,l.

We introduce the following reference frames (see figure 6.3):

Hl Hip reference frame for legl, hl =
[
hl

1 hl
2 hl

3

]T
. Hl is B rotated aroundb2,

i.e. hl
2 = b2. The rotation has a constant offset ofπ

2 radians, i.e.qHaa,l =
0 ⇒ hl

1 = −b3 which means thathl
1 points downwards.

Tl Thigh reference frame for legl, tl =
[
tl
1 tl

2 tl
3

]T
. Tl is Hl rotated aroundhl

3,
i.e. tl

3 = hl
3 andtl

1 points along the thigh.

Sl Shank reference frame for legl, sl =
[
sl
1 sl

2 sl
3

]T
. Sl is Hl rotated around

hl
3, i.e. sl

3 = hl
3 andsl

1 points along the shank.

The estimated values for the parameter vectors, body massesand inertias can now be
expressed in their respective body fixed triads; these values are shown in table 6.4
and table 6.5. However, the longitudinal position of WARP1’s legs can easily be
modified, andrBHl may therefore vary. In table 6.4 the most commonly used values
are shown.

6.3.2. System velocity vector

We will now define the system velocity vector,v<. Since it is a just a column matrix
with velocities of the different bodies, it is practical to partition it into L + 1 parts
as follows:
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b3

b2

b1=hl
2

hl
3

 hl
1

K l

A l

q*
Hfe,l

 = qH fe,l

q*
K fe,l

 = qH fe,l
+qK fe,l

hl
3=t l

3

t l
1

 hl
1

 hl
1 sl

1

sl
2

t l
2hl

2 

hl
2 

hl
3=sl

3

 hl
1

 q*
K fe,l

qK fe,l

t l
1

 sl
1 

sl
2

t l
2

hl
2 hl

3=t l
3  

 hl
1

 hl
3=sl

3 

t l
1

qH fe,l

qH fe,l
= q*

Hfe,l

Figure 6.3: Illustration of leg kinematics and reference triads for leg4 (l = 4). The
rotations are “positive” according to the right hand rule. The hip abduction/adduction
joint rotates an angleqHaa,l aroundhl

2
= b1 (the illustrated angle is negative). For

leg 4 this causes the leg plane to rotate outwards in the left figure. The figure to the
right illustrates the leg’s rotations within the leg plane,where the hip flexion/extension
joint is rotated an angleqHfe,l aroundh

l
3

(the illustrated angle is positive) and the
knee flexion/extension joint is rotated an angleqKfe,l (the illustrated angle is negative).
Finally, only the leg plane is shown in the bottom figure. NotethatqKfe,l is not really
the knee angle, which is denotedq∗Kfe,l. The relationsship between the “relative” joint
angles and the generalized coordinates is also illustrated.

154



6.3. Derivation ofWARP1 rigid body model

Table 6.4: Estimated values of physical parameter vectors for WARP1, wherel stands
for the leg number,l ∈ [1, L]. Most values were estimated by Friede and Kylström [41].

Vector Value Unit

rBHl −
(

0.02 + (−1)l 0.31
)

b1 + (−1)l 0.25b2 − 0.14b3 [m]

rHTl 0.15 tl
1 − (−1)l 0.02 tl

3 [m]

rHKl 0.29 tl
1 [m]

rKSl 0.05 sl
1 − (−1)l 0.03 sl

3 [m]

rKPl 0.30 sl
1 [m]

IB 1.6b1b1 + 3.4b2b2 + 4.3b3b3

[
kg m2

]

IT 0.003 tl
1t

l
1 + 0.03 tl

2t
l
2 + 0.03 tl

3t
l
3

[
kg m2

]

IS 0.001 sl
1s

l
1 + 0.02 sl

2s
l
2 + 0.02 sl

3s
l
3

[
kg m2

]

Table 6.5: Mass and inertia of WARP1 body parts.

Symbol Value Unit Description

mB 37.6 [kg] Trunk mass

mT 3.7 [kg] Mass of thighl

mS 2.0 [kg] Mass of shankl

IB 1.6b1b1 + 3.4b2b2 + 4.3b3b3

[
kg m2

]
Inertia of trunk

ITl 0.003 tl
1t

l
1 + 0.03 tl

2t
l
2 + 0.03 tl

3t
l
3

[
kg m2

]
Inertia of thighl

ISl 0.001 sl
1s

l
1 + 0.02 sl

2s
l
2 + 0.02 sl

3s
l
3

[
kg m2

]
Inertia of shankl
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v< =








v<0

v<1

...
v<L








(6.6)

wherev<0 is the velocity and angular velocity of the trunk andv<l are the velocities
and angular velocities of the rigid bodies in legl. v<0 is expressed as follows

v<0 =

[
vB

ω
B

]

(6.7)

and to findvB we just differentiate (6.4) relative to frameN , i.e.

vB =
N∂rB

∂t
=

N∂bT qB

∂t
=

B∂bT qB

∂t
+ω

B × rB = bT q̇B +ω
B × rB

and thenv<0 is simply

v<0 =

[
vB

ω
B

]

=

[
bT q̇B + (q̇yawn3 + q̇pitcha2 + q̇rollb1) × rB

q̇yawn3 + q̇pitcha2 + q̇rollb1

]

whereωB was replaced using (6.5).
Expressingv<l , l = [1..L] is done in a similar way, but require too much space

to be described here.

6.3.3. Choosing generalized speeds

The size of the differential equations is not only affected by the choice of generalized
coordinates, but also by the choice of generalized speeds. Therefore we wish the
trunk angular velocity to be expressed in the following manner using generalized
speeds:

ω
B = wrollb1 + wpitchb2 + wyawb3 = bT wo, (6.8)

i.e. we can expand this into

wrollb1 + wpitchb2 + wyawb3 = q̇yawn3 + q̇pitcha2 + q̇rollb1

that by premultiplying withb· expands to the following matrix equation:




wroll

wpitch

wyaw



 =





b1 · (q̇yawn3 + q̇pitcha2 + q̇rollb1)
b2 · (q̇yawn3 + q̇pitcha2 + q̇rollb1)
b3 · (q̇yawn3 + q̇pitcha2 + q̇rollb1)



 .
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Simplifying and replacing the dot products result in the following system of equa-
tions:

wroll = q̇roll − sin (qpitch) q̇yaw

wpitch = cos (qroll ) q̇pitch + cos (qpitch) sin (qroll ) q̇yaw

wyaw = cos (qroll ) cos (qpitch) q̇yaw − sin (qroll ) q̇pitch

This is solved into:

q̇yaw =
cos (qroll )

cos (qpitch)
wyaw +

sin (qroll )

cos (qpitch)
wpitch

q̇pitch = cos (qroll )wpitch − sin (qroll )wyaw

q̇roll = wroll + tan (qpitch) sin (qroll ) wpitch + tan (qpitch) cos (qroll ) wyaw

Notice thatq̇o is linear in the generalized speeds as expected and therefore can be
written as:

q̇o =





q̇yaw

q̇pitch

q̇roll



=






0 sin(qroll)

cos(qpitch)
cos(qroll)

cos(qpitch)
0 cos (qroll) − sin (qroll)
1 tan (qpitch) sin (qroll) tan (qpitch) cos (qroll)










wroll

wpitch

wyaw





Let us now, similar to the choice ofω
B in equation (6.8), choose to expressvB

in this manner:

vB = wxb1 + wyb2 + wzb3 = bT wB (6.9)

Since

vB =
N∂rB

∂t
=

B∂rB

∂t
+ω

B × rB

=

{

rB = bT qB ⇒
B∂rB

∂t
= bT q̇B

}

= bT q̇b + bT wo × bT qB

it is now easy to solve for the generalized velocities as a function of the generalized
speeds, i.e.:

q̇B = wB − wo × qB .
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Now we make a simple choice for the remaining generalized speeds,

q̇i,l =
∂qi,l

∂t
= wi,l, i ∈ {Haa,Hfe,Kfe} andl ∈ [1, L]

and we have the kde:

q̇B = wB − wo × qB

q̇o =






0 sin(qroll)

cos(qpitch)
cos(qroll)

cos(qpitch)
0 cos (qroll) − sin (qroll)
1 tan (qpitch) sin (qroll) tan (qpitch) cos (qroll)




wo

q̇Haa,l = wHaa,l l ∈ [1, L] (6.10)

q̇Hfe,l = wHfe,l l ∈ [1, L]

q̇Kfe,l = wKfe,l l ∈ [1, L]

6.3.4. System momentum vector

Givenv< it is easy to derive the system momentum vector,p<. First partitionp<

in the same manner asv<, i.e. let

p< =








p<0

p<1

...
p<L








wherep<0 is the momentum and angular momentum of the trunk andp<l corre-
spondingly for legl. Let mB denote the trunk mass andIB a dyad that represents
the trunk inertia. It can be written as

IB = bT BIBb

whereBIB is the inertia matrix of the trunk relative to the trunk. Thenp<0 can be
written as:

p<0 =

[
mBvB

IB ·ωB

]

. (6.11)

The time derivative of the momentum relative to the frameN is denotedṗ<,

ṗ< =
N∂p<

∂t
.
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It can also be partitioned

ṗ< =








ṗ<0

ṗ<1

...
ṗ<L








=









N ∂p<0

∂t
N ∂p<1

∂t
...

N ∂p<L

∂t









.

From (6.11) we can finḋp<0 with some algebra. First note that

ṗ<0 =

[
N ∂mBvB

∂t
N ∂IB ·ωB

∂t

]

and then expand that as follows

N∂mBvB

∂t
= mB

B∂vB

∂t
+ω

B × mBvB = mBbT ẇB + mBbT
(
wo × wB

)

N∂IB ·ωB

∂t
=

B∂IB ·ωB

∂t
+ω

B ×
(
IB ·ωB

)
= IB · bT ẇo + bT wo ×

(
IB · bT wo

)
,

andṗ<0 can now be expressed using generalized speeds as follows

ṗ<0 =

[
mBbT ẇB + mBbT

(
wo × wB

)

IB · bT ẇo + bT wo ×
(
IB · bT wo

)

]

.

6.3.5. Tangent vectors

The tangent vectors can be found fromv< by taking partial derivatives with respect
to the generalized speeds (sincev< is linear inw), i.e.

τ
<
i =

∂v<

∂wi
. (6.12)

Partitioningτ <
i asv< (6.6), we let

τ
<
i =








τ
<0

τ
<1

...
τ

<L







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and therefore together with (6.12) we see that

τ
<
i =








τ
<0

i

τ
<1

i
...

τ
<L

i








=









∂v<0

∂wi
∂v<1

∂wi

...
∂v<L

∂wi









.

However, from (6.7) we easily find the first partial derivatives:

τ
<0

i =
∂v<0

∂wi
=

[
∂wBbT

∂wi

∂wobT

∂wi

]

=

[
∂wxb1+wyb2+wzb3

∂wi
∂wrollb1+wpitchb2+wyawb3

∂wi

]

and find that

τ
<0

x =

[
b1

0

]

τ
<0

roll =

[
0

b1

]

τ
<0

Haa,l =

[
0

0

]

τ
<0

y =

[
b2

0

]

τ
<0

pitch =

[
0

b2

]

τ
<0

Hfe,l =

[
0

0

]

(6.13)

τ
<0

z =

[
b3

0

]

τ
<0

yaw =

[
0

b3

]

τ
<0

Kfe,l =

[
0

0

]

6.3.6. Applied forces and torques

The applied forces and torques can (also) be partitioned as follows:

F< =








F<0

F<1

...
F<L








whereF<0 are the applied forces onto the trunk part andF<l are the forces on legl.
For the trunk, these forces include

τHaa,lb2 andτHfe,lh
l
3

that are the torques applied by the hip actuators (abduction/adduction,τHaa,l,
and flexion/extension,τHfe,l) onto the thigh of legl. These torques will cause a
reaction force onto the trunk andR<0 can be written as:

F<0 =

[ −mBgn3
∑4

l=1

(
−τHaa,lb2 − τHfe,lh

l
3

)

]
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6.4. Discussion and details of derivation

where−mBgn3 is the force of gravitation.
Note that the ground forces are not shown explicitly inF<0. They are instead

included in the applied forcesF<l , where they act onto the lowest rigid body of the
leg.

6.3.7. The dynamic differential equations

The dde can now be found by a projection as follows

τ
<
i •

(
ṗ< − F<

)
= 0, i ∈ [1, degrees of freedom] (6.14)

where the left side is expanded according to the partitioning as before:

τ
<
i •

(
ṗ< − F<

)
=

L∑

l=0

τ
<l

i •
(
ṗ<l − F<l

)
. (6.15)

Expressions grow quickly, and as an example, the single termcorresponding tol =
0, i = x, i.e.

τ
<0

x •
(
ṗ<0 − F<0

)

expands to
[

b1

0

]

•
([

mBbT ẇB + mBbT
(
wo × wB

)

IB · bT ẇo + bT wo ×
(
IB · bT wo

)

]

−
[

−mBgn3
∑4

l=1

(

−τ l
Haa

b2 − τ l
Hfe

hl
3

)

])

but this will fortunately reduce substantially when we apply the “fat” dot product,
i.e.:

τ
<0

x •
(
ṗ<0 − R<0

)
= b1 ·

(
mBbT ẇB + mBbT

(
wo × uB

)
−
(
−mBgn3

))

= mB
(
ẇB

x + wpitchwz − wyawwy + gb1 · n3

)
.

This is still only one term of the sum (6.15) and it should be obvious why using a
computer algebra tool is useful.

The result of (6.14), together with the kinematic equations(6.10) finally give us
the system of differential equations.

6.4. Discussion and details of derivation

This chapter showed how the differential equations describing the rigid body model
of a legged robot can be derived. Since the expressions become big and compli-
cated, the computer algebra system (cas) Maple was used together with the Sophia-
language by Lesser [106].
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6. Mathematical model ofWARP1

These derivations would have been very tedious to do by hand,but we would
like to emphasize that a cas does not eliminate the need for manual derivations. One
(subjective) reason is that we seem to gain some understanding from the system by
working with the derivations manually on a high and abstractlevel. Another reason
is that deriving an expression in two different ways, often produce expressions that
appear to be very different. For instance, it is very easy to directly differentiate a
vectorr relative to a triadN , i.e.

N∂r

∂t

can be directly evaluated in Sophia/Maple. However, evaluating

B∂r

∂t
+ω

B × r

typically produced more a compact expression in our derivation of the rbm. The
expressions are algebraically equal of course, but Maple may not be able to simplify
the first expression as much as the second.

The choice of generalized coordinates and speeds also affects the size of the
expressions. For the coordinate corresponding to the knee angle, expressions are
drastically reduced by choosing the rotation angle betweentriadshl andsl, rather
than betweentl andsl. These alternatives are shown at the bottom of figure 6.3,
whereq∗Hfe,l andq∗Kfe,l denote the corresponding relative angles. One reason for the
difference in size is that expressions such assin (q1 + q2) are often expanded into
sin q1 cos q2 + cos q1 sin q2 during symbolic evaluation and it is difficult for the cas
to find the reverse simplifcation. More importantly, differentiating the expression
increases its size exponentially, i.e.

∂ sin (q1 + q2)

∂t
= (q̇1 + q̇2) sin (q1 + q2) whereas

∂ sin q

∂t
= q̇ sin q.

One drawback with this coordinates choice is that sensors typically measure the
knee’s relative angle, i.e. the angle between the thigh’s extension and the shank. It
is therefore necessary to perform a substution when using relative values, i.e.

qHfe,l
= q∗Hfe,l

qKfe,l = q∗Kfe,l − q∗Hfe,l

This substitution is also important to perform before deriving the Jacobians used in
the leg controllers (see equation 5.1 on page 134), since theknee actuators apply
torque between the thigh and the shank.
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6.4. Discussion and details of derivation

The fact that the legs are structually identical was also taken advantage of. This
means that oncev<1 in equation 6.6 has been derived, the parameters and coordi-
nates inv<1 specific to leg 1 can be substituded for the parameters and coordinates
specific to leg 2, thereby creatingv<2 through a simple substitution. Strictly speak-
ing this is not necessary and the actual Maple/Sophia code can do the derivation
using either substitutions or full derivations.

6.4.1. Details of derivation and generality

The Maple/Sophia implementation actually models the foot as a separate rigid body,
and also allows a flexion/extension ankle to be included if sodesired (one early foot
prototype included a rotational ankle joint that could be used to sense the orientation
of the ground).

The actual implemenation is done withL as the number of legs, which is set to
L = 4 for WARP1, but it was also used withL = 0, 1 and2 during the develop-
ment and derivation. For instance, settingL = 0 simply produces the equations of
motions for a rigid body, which are known and this can then be used to verify the
result of the derivations. In a similar manner, and also to verify the results, the actual
number of joints in the legs has also been varied from0 to 4 in the derivation.

It also seems straight forward to add more joints and different joints (e.g. linear).
However, with more joints, the scheme for naming points and symbols needs to be
modified

6.4.2. A note about notation

It is quite annoying to work out a suitable notation for complex systems — you tend
to run out of subscripts and superscripts. . . Here, an anthropomorphic approach was
taken, whereS was used for shank,T for thigh etc. However, if for instance each
leg would have several more joints, a more general and indexed notation could have
been used as follows:

Bl,j denotes thejth rigid body on legl and it’s centre of mass andB0 for the
trunk.

Rl,j denotes the point of rotation of jointj on legl.

This gets messy when referring to specific triads:

n denotes the triad fixed in the inertial frame,nT = [n1,n2,n3].
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6. Mathematical model ofWARP1

bl,j denotes the triad fixed in thejth body in legl andb0for the trunk,bl,jT =
[

b
l,j
1 ,bl,j

2 ,bl,j
3

]

.

As a comparison, considerrHKl (hip to knee on legl) expressed in components
relative to a triad fixed in the thigh. In the notation used so far, this is written as:

rHKl = HlrHKlT tl = HlrHKl
1 tl

1 + HlrHKl
2 tl

2 + HlrHKl
3 tl

3

whereas the more general notation could be written as follows:

rRl,1Rl,3 =Bl,1rRl,1Rl,3T bl,1 =Bl,1r
Rl,1Ri,3

1 b
l,1
1 +Bl,1r

Rl,1Rl,3

2 b
l,1
2 +Bl,1r

Rl,1Rl,3

3 b
l,1
3

whereRl,1 means hip joint,Rl,3 means the knee joint andBl,1 means the thigh link.

6.4.3. Obtaining linearized equations of motion

The linearized equations of motions are interesting in order to study the system and
also for control design. Using a cas on (6.10) and (6.14) it isstraight forward to
obtain linearized equations in a standard form such as

ẋ = Ax + Bu (6.16)

It is a matter of performing the following steps on on (6.10) and (6.14):

• Replace references to external ground forces with the output of a model that
actually calculates the forces based onq andw.

• Replaceq andw with q + q0 andw + w0, whereq0 andw0 are the points
around which the linearization takes place.

• Perform the actual linearization with respect toq andw on (6.10) and (6.14),
results in the following system of equations (with matrix sizes indicated for
the case of WARP1):

q̇ = [Akde]18×36

[
q
w

]

36×1

+ [Bkde]18×12 u + [hkde]18×1

[Mdde]18×18 ẇ = [Adde]18×36

[
q
w

]

36×1

+ [Bdde]18×12 u + [hdde]18×1

wherehkde and hdde are the remaining “constants” from the linearization.
When(q0, w0) corresponds to an equilibriumhkde andhdde vanish.
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6.4. Discussion and details of derivation

• The matrices can then be combined into
[
I

Mdde

] ˙[ q
w

]

=

[
Akde

Adde

][
q
w

]

+

[
Bkde

Bdde

]

u +

[
hkde

hdde

]

to get (6.16) in an implicit form.

This method has been used to obtain a linearization of (6.10)and (6.14) together
with a simple linear ground model. However, this is a “brute force“ approach and
the resulting matrices are difficult to interpret, perhaps with the exception ofAkde,

Akde =

[
[Akde]1...6×1...6 [0]6×12

[0]12×6 [I]12×12

]

and

[Akde]

1...6×1...6
=











1 −z0 y0

1 z0 −x0

1 −y0 x0

sin(qroll,0) / cos(qpitch,0) cos(qroll,0) / cos(qpitch,0)
cos(qroll,0) sin(qroll,0)

1 tan(qpitch,0) sin(qroll,0) tan(qpitch,0) cos(qroll,0)











,

whereqB
0 = [x0 y0 z0]

T and qo
0 = [qyaw,0 qpitch,0 qroll,0]

T . As a comparison of
the size of the expressions, Maple derives the (6.10) and (6.14) in a few seconds,
whereas the linearization takes about half a minute on a workstation5. A faster
derivation, and perhaps also a more compact result, ought tobe possible using the
same kind of partitioning scheme as in the derivation of dde.

5Pentium IV, 1.4 GHz
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Introduction to part III

This part will describe a method for control design, where different tools have been
combined into a method. This method was developed over a relatively long period
of time as a way to handle the complexity involved in working with the WARP1
robot system (chapter 5). First chapter 7 describes this method and then chapter 8
describes an example for a robot arm with three actuators, showing the computer
algebra code that was used.

Chapter 7 is based on an article by Ridderström and Ingvast [159], but material
has been added: partly to give a more detailed description, and partly because of
more recent work. In particular, a large part of the method was primarily tailored
for the development of WARP1, but it has now been extracted as a separate tool kit.

To give an example of what can be done with these tools, it tookabout four
hours to apply this method to a simple robot arm (figure 8.1) where the following
was done:

• A computer algebra system was used to analytically derive the following:

– a rigid body model of the robot arm with three actuators.
– a simple control expression for the robot arm.
– an expression that is used to animate the robot arm during simulation.

• Export the above model and expressions to another tool where,

– a simulation model was assembled, including the control andanimation
expression.

– the robot was simulated and controlled, while it was animated at the
same time.

In the case of WARP1, this would have been followed by automatically implement-
ing the controller, running experiments and evaluating theresults.

Acknowledgements This work was supported by the Swedish Foundation for
Strategic Research [176] through the Centre for AutonomousSystems [18] at the
Royal Institute of Technology [100] in Stockholm. However,this work had not
been possible without standing on the shoulders of others, i.e. by using specific tools
such as the Sophia language by Prof. Martin Lesser with theexmex() procedure by
Dr. Anders Lennartsson and Dr. Jesper Adolfsson. I would also like to thank Johan
Ingvast for collaborating with me in this, and especially inthe design of the class
ExpData.
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7. Combining control design tools

Good tools are needed in order to develop robotic systems efficiently. Today, in
addition to CAD/CAM, there are tools for model derivation, control design and im-
plementation. There are also tools for exporting models to acontrol design environ-
ment, as well as from control design to implementation (rapid prototyping tools). It
is however, still difficult to combine these tools, especially when working with large
systems (i.e. with lots of states, signals and parameters).We have therefore com-
bined, interfaced and augmented some of these tools into a method that bridges the
gaps between analytic model derivation and control implementation, with special
support for handling large system.

In the method, analytically derived functions are used for control design, simu-
lation, visualization and evaluation, as well as for implementation. The method and
tools have been used with the robot WARP1 (chapter 5), and also tested in simulation
on two robot arms.

7.1. Introduction

When developing large and complicated mechanisms that are to be controlled, i.e.
robots, there is a need for tools that can aid the designer. Figure 7.1 illustrates a
control design process, where analysis precedes modeling and design. The next step
is to simulate the robot’s behaviour and perform experiments, which produce data
that need to be visualized and evaluated. To aid us with this process, we would like
to have tools that help us with tasks such as model derivation, simulation, evalua-
tion/visualization and control implementation. Please note that the term controller
in this chapter may also mean, or include the observer, i.e. we will write “controller”
instead of “controller and observer”.

Today, multibody systems can be simulated with graphical tools such as ADAMS
[121], DADS [28] and Envision [36] that use numeric methods.However, there are
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Analysis

Modeling Simulation

Visualization
and evaluation

Design Implementation
and experiments

Figure 7.1: Illustration of control design process.

also computer algebra systems (cas1) that can be used to derive analytic (robot)
models for analysis and/or (numeric) integration, i.e. simulation. One example
is the combination of a general cas such as Maple [198], Mathematica [202] and
Macsyma [113] together with the Sophia language [106]. Another is described by
Murray et al. [126] for Mathematica.

In contrast to the CAD tools above, the analytic tools use textual input to de-
scribe the model. However, Hardell [63] has worked on using CAD models as input
to Sophia programs. An advantage with analytic methods is the possibility to de-
rive expressions representing forward kinematics and linearized models. These can
then be used to design and test controllers in simulation using tools such as MAT-
LAB /Simulink [179] and MATRIXx [85]. Finally, to automatically implement and
test the controller, there are rapid prototyping tools suchas dSPACE [37], Win-
Con [147], xPC Target [151] and OPAL-RT [133]. There are thusa lot of tools that
aid the designer, but so far only the rapid prototyping toolshave been well inte-
grated. Furthermore, with all of these tools it is tedious toevaluate and and keep
track of data from large and complicated systems.

The next section will disucss the four-legged robot WARP1 (chapter 5) as an
example of a large and complicated system.

7.1.1. WARP1 — a complicated system

Consider figure 7.2 that shows a typical block diagram with a controller, observer
and a rigid body model (rbm). Here, the rbm is of WARP1 (chapter 5) and it has 12
inputs, over 40 outputs, 36 internal states and it uses about140 parameters.

The shaded area in the figure could for instance correspond tothe “simple” con-
troller described in section 5.3 that uses about 400 scalar parameters values. Of

1Since the Centre for Autonomous Systems is abbreviated CAS,the lower case form is used for
computer algebra systems here.
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7.1. Introduction

Table 7.1: The number of operations required to evaluate some expressions used in
WARP1’s controller and for visualization/evluation. The last row shows the cost of
evaluating the implicit differential equations of the rbm once.

Function Add. Mul./div. Sin/cos Note
BvHP1 25 46 6 Foot velocity relative to trunk
NvHP1 129 236 12 As BvHP1 , but expressed in an in-

ertial coordinate system
NrCM 1148 1794 30 Position of the robot’s centre of

mass in an inertial frame
rbm field 7068 7185 38 See caption above.

Robot modelController

Observer

Reference
generator

Outputs:
12 currents
20 actuator/joint angles
  3 accelerometer signals
  3 rate gyro signals
  2 inclinometer signals

Inputs: 12 actuator torques

 + 
  - 

States: 36 Parameters: 139

Figure 7.2: A typical block diagram illustrating an imagined controller and observer
for WARP1. The blocks within the shaded area could correspond to the control structure
in figure 5.3 on page 133. Major inputs and outputs of the robotmodel are also listed.

course, a lot of these parameters may be redundant and perhaps a quarter of the
parameters might suffice if the four legs were assumed to haveidentical parameter
values. On the other hand, most of the sensors need individual calibration data. In
addition, requiring the parameters to be identical for the legs would cause problems
in the future, e.g. if a single leg was modified in some way.

For WARP1, plotting signals and states is insufficient in order to understand the
simulation results. Instead, animation of the robot is necessary, as well as being
able to plot complicated functions of the data from simulations and experiments.
Table 7.1 shows the cost2 of evaluating some functions related to control, visualiza-
tion/evaluation and the rbm.

2This isafter Maple has attempted to minimize the cost by introducing intermediate variables.
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7.1.2. Large and complicated systems

A few aspects of a large and complicated system in general arelisted below:

• The robot model or controller has lots of: inputs; outputs; states; parameters;
or internal signals3. A lot of signals and states may need to be logged.

• It is difficult to interpret the outputs and states directly.Evaluating and visu-
alizing the system’s behaviour requires large and complicated expressions.

• The controller needs functions that are described by large and complicated
expressions.

Some of the problems are of a more “practical” nature becauseof the abundance of
signals, states and parameters. It is difficult to manually keep track of them when
working with the system, e.g. creating the simulation and controller. Specifically,
it is difficult to provide the required signals and parameters in the correct order
to control modules and models. It is also difficult to keep track of what signals are
output, and in which order, as well as when accquiring loggeddata from simulations
and experiments.

In fact, just having to do and take care of so many things causes problems,
beacuse of all the small and trivial errors that pile up. Reducing and automating
the designer’s work is therefore important. It is also important to support a modular
design strategy, i.e. allowing a divide-and-conqure strategy.

During our work with WARP1 we faced several of the these problems and have
therefore automated parts of the design process in order to make it simpler and
more efficient. In addition to combining and interfacing tools that are useful for
specific tasks (e.g., using a cas for deriving and working with large and complicated
expressions), we have created additional functions to handle some of the problems
described above. One important principle has been to try andremove the need for
doing things more than once:

• Specify numeric data and parameter values once, i.e. be ableto refer to pa-
rameters by the same names and symbols in the different tools.

• Export derived expressions and models automatically rather than manually
retyping expressions.

• Use the same control module for both simulation and experiment, avoid sep-
arate implementations.

• Create resuable modules (control modules, animation modules etc)

3Internal signals, e.g. the controller is modular with lots of signals between modules. In figure 7.2
this would be the signals between the blocks within the shaded area.
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The tools and methods will now be described in detail.

7.2. Development tools and method

The development method is described by algorithm 2 and illustrated in figure 7.3.
These are some of the more important tools of the method:

Maple is a well known computer algebra system (cas) [198].

MATLAB is an integrated environment that combines numeric computation with
graphics and a high-level programming language [179]. Additional MATLAB

tools are called toolboxes:

Simulink is a MATLAB toolbox that provides a simulation and prototyping envi-
ronment for modeling, simulating and analyzing dynamic systems. It has a
graphical interface for creating and working with block diagrams.

To import systems of differential equations into Simulink,so called System-functions
(S-functions)are used. An S-function is a computer language description (in this
case C code) of systems that can be continous, discrete or hybrid. Or simply a direct
feedthrough system where the outputs only depend on the inputs, i.e. no internal
states. Note that the S-functions have to be compiled beforethey can be used in
Simulink.

Figure 7.4 illustrates how the data/information is passed between the different
tools. Note that the same Simulink model file (denoted [.mdl]in the figure) is used
for both simulations and experiments. This is possible since the robot is represented
by an instance of a block in a Simulink library, where the library is either a simu-
lation library or an experiment library. Simulation will use libraries that model the
robot, and implementation will use different libraries with interfaces to the robot’s
hardware.

The use of the tools and methods will now be described in more detail.

7.2.1. Analytical derivation

Using the cas Maple with the Sophia language the rbm can be derived as in chap-
ter 6. It is easy to work with vector objects in the Sophia language, since vectors
contain both components and the name of the reference triad.This means that once
the user has specified how different coordinate systems are related, vectors can be
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Maple

MATLAB

RTW, xPC and
and compiler

Software Hardware

Analytic modeling
and control design

Modeling,
control design
and simulation

Implementation
and experiments

Visualization
and evaluation

Process

Simulink

Export _info-files
and S-functions

Simulink
model

exp.
data

Simulink

Simulation
      data

ExpData etc

Target
computer

Control system and robot

Robot

CAN
bus

ACNDCN

Ethernet
bus

Exmex

Sophia

Figure 7.3: Maple and MATLAB /Simulink are used in the modeling and control design
phase. Maple-expressions are exported to MATLAB /Simulink, where models and con-
trollers are then integrated and tested in simulation. Finally, the MATLAB -toolboxes
Real-Time Workshop and xPC Target are used to automaticallybuild the controller.
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Algorithm 2 Development tools and method

1. Maple is used to derive and work with the large and complicated expressions.
a) The Sophia language [106] is used to analytically derive the rbm and

useful expressions such as forward kinematics and Jacobians.
b) The exmex() procdure [105] is used to export expressions as S-

functions.
c) Signal and parameter information about the S-function isalso exported.

2. A simulation model of the system is assembled in Simulink,where the con-
troller is also created and simulations are performed to test it.

3. The controller is automatically implemented by using theMATLAB toolboxes
Real-Time Workshop (RTW) and xPC Target (xPC).

a) RTW generates controller C-code from a Simulink block diagram.
b) The C-code is built with real-time kernel and drivers fromxPC and then

downloaded to the target computer (DCN in figure 5.4 on page 132).
xPC also has an interface to run experiments and upload data from MATLAB .

4. Data produced from either simulations or experiments areevaluated and visu-
alized in MATLAB /Simulink using additional expressions derived in the cas.

added with a simple operation, as illustrated below (figure 6.2 on page 152 shows
the relationsship between triadN andA).
> #Define coordinate system relationship
chainSimpRot([[N,A,3,alpha]]):
r1 := N &ev [a,0,0]: #Define vector r1
r2 := A &ev [b,0,0]: #Define vector r2
r1 &++ r2; #Add the vectors

[[a cos α + b,−a sin α, 0] , A]

As an example, it takes about 30 lines of Sophia code to derivethe equations for
a SCARA robot consisting of three rigid bodies, connected byone linear joint and
two revolute joints (figure 7.7),

The code that derives the rbm of WARP1 is in principle similar to the script used
for a SCARA robot. However, it is about ten times as large, partly due to the need
to handle a variable (and therefore larger) structure, and partly to be user friendly by
using “human like” names such as hip, thigh and knee for different parts of the legs.
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7.2.2. Exporting models and expressions

The Maple procedureexmex() is used to export systems of ordinary differential
equations and expressions as C-files in Simulink’s S-function format. The procedure
is a part of the Sophia package and is primarily written by Lennartsson [105], with
major portions of the Simulink parts by Jesper Adolfsson.

Since the C-files are in the S-function format they will also work4 with RTW
and xPC. A drawback withexmex() is the lack of support for passing the required
parameters to the S-function when used in Simulink. This could have been solved by
acquiring the parameter values from the MATLAB environment and the parameters
with their numeric values before exporting the function. However, this would mean
loosing a lot of flexibility and in in the case of WARP1, each function would have to
be created and exported separately for each leg.

A new Maple module was therefore created, that for each S-function also creates
an auxiliaryinformation function (a MATLAB .m-file, here denoted _info-function
since_info is appended to the name of the S-function). This module, alsocalled
MexFcn, parses the expression that is to be exported in order to automatically de-
termine the parameter names etc, before the originalexmex() procedure is used to
create the C-file. For example, say that we want to export the following expression:

u = u (q) =

[
u1

u2

]

=

[
k1 (Q1 − q1)
k2 (Q2 − q2)

]

whereq = [q1 q2]
T is the input,u = [u1 u2]

T is the output and the remaing symbols
are parameters. This expression can be exported by the following Maple code:
> MexFcn:-New("name", u(q=[q1,q2])=[ k1*(Q1-q1),

k2*(Q2-q2)],
, Simulink);

The newly created _info-function contains the informationin the following list as
well as some miscellanous information such as creation dateetc:

• A list of the parameters used by the function (k1, k2, Q1 andQ2 in the example
above)

• A list of inital values required by the function if it has internal states (there
are no states in the example above)

• A list of inputs that the function needs (a signal called “q” with two compo-
nents in the example above)

4To be picky, a trivial change of how integer and floating variables are defined was necessary before
the S-functions worked with both Simulink and RTW.
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Figure 7.5: Example of a Simulink block diagram. In the upper row, there is a con-
stant block, a multiplex block, two automatic signal selector blocks and two S-function
blocks. The two S-functions are namedPD androbot, and their corresponding C-files
and _info-files are PD.c, robot.c, PD_info.m and robot_info.m. In the lower row, there
is another S-function,makeLineData,that produces data for the Sub-System block
called “Animate”.

• A list of outputs of the function (a signal called “u” with two components in
the example above)

The list of the parameter names that are required by the S-function can then be
used to extract the values from some kind of database. The simplest way of do-
ing this is to let the parameter names correspond to variablenames in MATLAB ’s
baseworkspace. A more intelligent way is to put the parameter values in a struc-
ture where the field names correspond to the parameter names.Note that both ways
provide for (and assume) that the parameter names are identical in Maple and MAT-
LAB . Access to the _info-function is done through an interface function,getSFc-
nInfo().

7.2.3. Model and control assembly

The controller and models are put together in Simulink’s graphical environment,
where an exported S-function is included by adding aS-Function block. It is not
actually the C-file that is used, but rather a compiled version of it. Figure 7.5 shows
an example of an assembled Simulink block diagram model. TheS-function blocks
take as arguments the name of the S-function as well as valuesfor any initial con-
ditions and parameters. With the help of the _info-file, boththe initial conditions
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       [Parameter values]

<S-function name>_info [.m]

S-function blockAutomatic signal
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Parameter
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S-function name

Input
signals

Output
signals

Parameter
names

signal information

find signal
information Parameter

values

Figure 7.6: Flow of information using an _info-file. The flows start at a dot and
information is extracted at the diamonds

and the parameters can be extracted from a parameter database as illustrated by the
dotted line in figure 7.6.

Supplying S-functions with the correct signals can also be difficult, especially
if the input consists of several signals. Thanks to the signal information from the
_info-function, theautomatic signal selectorblocks in figure 7.5 handle this. The
standard Simulink blocks could not be used for this purpose and we created these
blocks together with a MATLAB function,findSignals(), that basically does the
following (dash-dotted and dashed lines to the left in figure7.6):

1. Get the S-function name from the S-function block.
2. Get the list of input signals that the S-function needs from the _info-function.
3. Get information about the signals coming into the the automatic signal selec-

tor block usingfindSignals().
4. Select the required components.

Figure 7.6 also shows (dashed line to the right) the use of the_info-function when
findSignals() finds an S-function and extracts information about output signals.

Remember that the block representing the robot (in the case of WARP1) is an
instance from a library, either a simulation library or an implementation library.
This is important since it allows switching between simulation and implementation
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by just changing the library search path. Similarly, it makes it easy to use robot
models of different complexity with the same controller. However, this requires the
structures of the libraries to be identical.

For a complex system with several sub-systems that are structurally identical, it
also speeds up the design by letting them be instances of the same reference system
from a library. However, this also causes problems with keeping track of all the
signals from the different sub-systems. Fortunately this is easily solved with signal
selector blocks where they are given an argument saying which occurenceof a signal
to select. E.g., with several legs each sending out one signal with a specific name,
the second occurence of that signal will be from the second leg connected to the bus.

If the control system is intended for distribution, it is also helpful to create busses
similar to the expected real communication busses. Then it is possible to distribute
the control system by first breaking the busses with communication blocks repre-
senting for instance a CAN bus and then implement the different parts of the con-
troller on different target computers.

7.2.4. Visualization and evaluation

Simple 3D objects such as lines and plane surfaces are animated in Simulink to
visualize the robot and environment (figure 7.7). Another tool, Envision/IGRIP5,
has been used for better graphics and more complicated environments. A drawback
with that tool is that the user has to specify the robot model again. In contrast, the
Simulink animation is based on data from functions derived in Maple that produce
point positions (e.g. joint positions) that lines/surfaces are drawn between. This
means that changing limb kinematics, or even the number of limbs, is automatically
reflected.

Similarly, other functions that are useful for visualization and evaluation can also
be derived for different number of legs and joints, automatically. Some examples
are expressions that draw lines animating ground forces, joint torques and trunk
velocities.

The large amount of signals can also result in a lot of logged data (either from
simulation or experiments). If each signal is logged separately, the user has to keep
track of a lot of variables. On the other hand, if the data is just lumped together, it
becomes tedious and error prone for the user to keep track of what component of the
data vector that corresponds to what signal. We therefore expanded the functionality
that allows us to select the desired signal within a combinedSimulink bus, to do the
same from the command line. For instance, the commands

5Envision/IGRIP is actually an integrated environment for robot design, simulation and off-line pro-
gramming, but was in this context only used for visualization and environment modeling.
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Figure 7.7: SCARA animation (left) and WARP1 animation (right).

simData = ExpData(’trot’, 0.01, [-10 0]);

expData = ExpData(target, 0.01, [-10 0]);

acquires the latest ten seconds of output data at a sample rate of 0.01 seconds from a
simulation (first line) and a real experiment (second line).The argument’trot’ refers
to a Simulink model, whereastarget refers to an xPC-object representing the target
computer that has just tested the same control model againstthe real robot. Different
signals are then easy to access as members ofsimDataor expData, for example

time = expData.t;

7.2.5. Control implementation and hardware

RTW is used together with xPC to automatically generate the controller C-code and
build it. Note that control expressions generated from the analytical model and used
in the simulation are automatically included. In fact, we use the same Simulink
model file for both simulation and implementation.

The resulting controller C-code, with a small real-time kernel, is then ready for
execution on the target computer. The control program uses xPC’s I/O libraries
to communicate with I/O-cards in the target PC. Using communication cards (for
CAN-busses etc) it becomes possible to work with distributed systems. In that
case, only encapsulation blocks in Simulink have to be created that convert between
Simulink signals and the bus communication protocol.

It is not necessary to use the xPC toolbox with this method. There are also other
toolboxes (Real-Time Windows etc) and products (dSPACE etc) that would work
because they all use the S-function format as an interface.
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7.2.6. Experiments

Experiments are performed using xPC and Simulink’s external simulation mode, i.e.
without leaving the Simulink environment. This allows us tocreate a crude graphical
“User Interface”. Since the experiments are performed fromSimulink, logging and
retrieving data to MATLAB is easy.

The next section will present some results from using these models with the
previously described tools.

7.3. Results and performance

The results and performance discussed below are based on ourexperience from
working with WARP1, and numerical data are given for that case. A typical design
process would now be as follows. First the robot model is derived analytically (in
the case of WARP1 as described in section 6.3, using an automated script) andthen
exported to Simulink, where the model is tested6 with local joint controllers. The
next step is to test the joint controllers against the real robot, thereby verifying that
both the method and the robot works properly. Then, the designer gets an idea for a
controller (such as the one in section 5.3) and returns to theanalytical environment
to derive functions for the controller. These are also exported to Simulink where
they are used to build a controller that is tested in simulation and then against the
robot.

To give an example of how long it takes to evaluate a “large” expression, the
position of the robot’s centre of mass,NrCM (see table 7.1) takes about60µs to
evaluate on the target PC (a Pentium 350 MHz). It takes about 20 seconds to execute
the script that derives these expressions and the rbm for WARP1 on a Sun Ultra/60.
However, poorly chosen generalized coordinates and addingcomplicated constraints
can increase this time significantly.

Several levels of detail are possible in the simulation, e.g. in the case of WARP1
the actuator models range from ideal torque sources to including models of motor
current and rotor dynamics. Simulating one second of walking takes about four
seconds on a Sun Ultra/60, when assuming “ideal actuators”.Including actuator
dynamics (electric and mechanic) approximately doubles the required time, and cal-
culating all visualization and evaluation expressions during simulation increases the
required time with about 25%.

6Further testing can be done by analytically reducing model complexity and study special cases, and
for WARP1, by using the automated script to reduce the n:o legs and then:o degrees of freedom
per leg.
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7.3.1. Simple controller again

The simple controller ( 5.1 on page 134) described in chapter5 uses expressions
(BrHPl, BvHPl andJl), that are all automatically generated. This means that in
theory the leg controller should work even if the leg kinematics are changed in the
analytical model. A mechanical designer could therefore easily test different ideas
for leg kinematics (using an actual controller) with very little extra work. In prac-
tice, the real hardware would of course have to be changed similarly, and there are
limits to how the kinematics could be changed. For instance,it is not clear what
would happen if extra degrees of freedom were added, since this controller only
uses feedback on the foot’s position (not its orientation).

7.4. Discussion and summary

In this chapter we have shown how to combine and interface several tools to bridge
the gap between automatic model derivation and control implementation. This
method was used and developed while developing our four-legged robot. The auto-
matic model derivation is capable of producing analytic models for entire classes of
robots (not just a specific robot type). Furthermore, the designer is aided by being
able to analytically derive, generate and use various expressions.

The rigid body model derived in Maple is not only used for simulation, e.g. in
the case of WARP1, the kinematics is also used for control design. Yet another use
is debugging, since in Maple, the analytic model can be investigated by reducing the
equations through linearization or by looking at special cases.

It is very useful for the designer to be able to easily derive expressions from
the model. In our application, we automatically derived andexported expressions
that were used in the controller and for performance evaluation, but we also see
the possibility to use this for mechanical design. The ability to easily generate and
export expressions saves the designer a lot of time, compared to deriving them by
hand and then manually implementing them in the controller or simulator. Addi-
tionally, changes in the robot’s structure are automatically reflected in other tools
for purposes such as visualization, simulation and expressions for control design.

The generality is unfortunately not supported in full by alltools. For instance,
Simulink’s graphical interface makes it difficult to designmore generally applicable
controllers. The problem of too many signals was handled by creating signal busses
from which we used special methods to extract the desired components.

Another aspect is optimality with respect to speed and size.We have focused
on doing the tools generic, not optimal. Since expressions are exported as C-code,
optimization by Maple and the compiler(s) will affect simulation and implementa-
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tion performance. Similarly, the performance of RTW and xPC’s real-time kernel
will also affect the implementation performance, i.e. the maximum frequency with
which we can execute the controller. However, with a target PC using a Pentium
350 MHz CPU, calculating the control signal from the controller in section 5.3 only
takes about 140µs.

One improvement to this chain of tools would be a closer connection to other
CAD tools, in order to extract parameter values and perhaps also the robot struc-
ture. Another improvement would be adding specific support for standard control
methods such as linear state feedback controllers.

In this paper, we worked with a four-limbed robot and a simulated SCARA
robot, but we believe this method can easily be extended to other structures. We
found the method to be useful and believe it has advantages over other tools for
robot simulation, control and implementation. Furthermore, we are convinced that
these tools and methods will be very valuable for future work, validating models and
developing more advanced controllers.

To summarize the method, it uses Maple/Sophia to derive models and expres-
sions for analysis, control design and simulation in MATLAB /Simulink. RTW and
xPC are then used to implement the controller and perform experiments. Note that
no low-level coding is necessary, once the tools have been integrated and combined.
As a final example, we had an idea for a simple trunk attitude controller that dis-
tributes desired vertical leg forces based on the estimatedattitude. Reusing parts
from the simple controller previously described, it took less than 90 minutes to go
from idea to simulation and perform the first experiments (see chapter 11).

186



8. Maple/Sophia/MexFcn example

This chapter shows an example of Maple/Sophia code and an auxiliary informa-
tion file. The purpose is to demonstrate the use of Maple, Sophia and the MexFcn
module, as well as give a concrete example of the informationexported to MAT-
LAB /Simulink. This example is based on a real robot arm (figure 8.1) and table 8.1
shows the amount of Maple/Sophia code needed for different parts of the first two
steps in the list below. In total, it took about four hours to do the following:

1. Use Maple/Sophia code to derive:

• a rigid body model of the robot arm.
• a simple control expression for the robot arm.
• an expression that is used to animate the robot arm during simulation.

2. Export the rbm and expressions to MATLAB /Simulink.
3. Assemble a simulation model based on the exported rbm and the expressions

for control and animation.
4. Run simulations where the robot is controlled and animated.

The focus of this example is on the use of the computer algebrasystem and exporting
the expressions, not on assembly of the simulation model (nor on implementation).
Figure 7.5 on page 180 in the previous chapter actually showsa Simulink block
diagram based on this example, where the original hierarchical structure of the block
diagram has been collapsed to produce a smaller figure.

Table 8.1: Lines of Maple code and n:o statements used in the robot example.

Part of Maple/Sophia code Lines Statements
Initialization, i.e. load Sophia, MexFcn etc 3 4
Define kinematics and derive the dynamic equations 36 30
Define signals, i.e. names and component symbols 3 3
Export three S-Functions 15 11
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Figure 8.1: Photo of the robot arm that this example is based on, and illustration of the
rigid body model.

8.1. Description of the robot arm

Figure 8.1 illustrates the robot’s rbm that is comprised of three rigid bodies,B1, B2

andB3. The robot’s base is fixed and all three joints are rotational, where the first
and second joint (counting from from the base) coincide spatially. The points are
denoted as follows:

• B1, B2 andB3 denote the centres of mass of the three bodiesB1, B2 andB3

respectively.

• J1, J2, andJ3 denote joints 1, 2 and 3 respectively of the arm, i.e. the axisof
rotation intersect the point.

• E denotes the endpoint of the arm.

The following standard reference triads will be used:

• f0 is a triad fixed in the inertial system, where its third axis isin the opposite
direction of gravity.

• f1, f2 andf3 are three triads fixed in the bodiesB1, B2 andB3 respectively.

The triads and the generalized coordinatesq1, q2 andq3 are defined through a series
of simple rotations as follows:

• The triadf1 is the triadf0 rotatedq1 radians aroundf0’s third axis (vertical).
f1’s first vector is parallel to the horizontal projection of the arm.
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• The triadf2 is the triadf1 rotatedq2 radians aroundf1’s second axis.f2’s
first vector is parallel toJ2J3, i.e. from the second joint to the third joint.

• The triadf3 is the triadf2 rotatedq3 radians aroundf2’s second axis.f3’s
first vector is parallel toJ3E, i.e. from the third joint to the arm endpoint.

8.2. The example code

The commented code for this example will now be shown. This code clears mem-
ory and loads software modules (e.g. MexFcn) and packages (Sophia andexmex()).

> restart: # Clear memory
cat(getenv("CAS"),"/share/maple/util/OS_Tools.mpl"): read(%):
OS_Tools:-Read("ChrTools","MexFcn","SophiaExtras");

8.2.1. Define kinematics and derive dynamic equations

Declare (to Sophia) that the generalized coordinates and generalized velocities de-
pend on time.

> dependsTime(q1, q2, q3, w1, w2, w3):

Define the kinematic differential equations, kde:

> kdeL := [q1t = w1, q2t = w2, q3t = w3]:

Define the rotational relationsship between the triads.
> chainSimpRot([ [f0, f1, 3, q1],

[f1, f2, 2, q2],
[f2, f3, 2, q3] ]):

Define position vectors from the origin of the base to different points:
> r0 := f0 &ev [0,0,0]: # The origin..

# Joint 1 is a distance ’z0’ above the origin
rJ1 := r0 &++ (f0 &ev [0,0,z0]):
rJ2 := rJ1: # Joint 2 coincides with joint 1
rJ3 := rJ2 &++ (f2 &ev [L,0,0]): # Joint 3
rE := rJ3 &++ (f3 &ev [L,0,0]): # Endpoint of arm
rB1 := rJ1: # B1 coincides with joint 1
rB2 := rJ1 &++ (f2 &ev [l2,0,0]):
rB3 := rJ2 &++ (f3 &ev [l3,0,0]):

Derive the velocities of the points relative to the inertialframe, and substituteq1t
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with w1, i.e. use the kde. Then simplify the result.
> for P in [J1, J2, J3, E, B1, B2, B3] do

v||P := &simp subs(kdeL, f0 &fdt r||P);
end do:

Create the system velocity vector,vK, by collecting the velocities of the centres
of mass and the angular velocities of the rigid bodies into a Kvector. The Sophia
operator&aV is used to extract the angular velocity between to triads.

> vK := &Ksimp subs(kdeL, &KM[vB1, f0 &aV f1, # Vel. for body 1
vB2, f0 &aV f2, # Vel. for body 2
vB3, f0 &aV f3]):# Vel. for body 3

Find the tangent vectors from the system velocity vector. Sophia has a function that
does this, using the fact that the system velocity vector canbe written as an affine
function of the generalized speeds,w1, w2 andw3.

> beta := KMtangents(vK, [w1, w2, w3]):

Define dyad operators representing inertia of the bodies with respect to their re-
spective centre of mass and triad:

> I1 := EinertiaDyad(I1x, I1y, I1z, 0, 0, 0, f1):
I2 := EinertiaDyad(I2x, I2y, I2z, 0, 0, 0, f2):
I3 := EinertiaDyad(I3x, I3y, I3z, 0, 0, 0, f3):

Define a system vector with momentums,pK, and derive the time differential of the
momentums,pKt. The Sophia operators&** and&o are used for scalar multipli-
cations and inner products.

> pK := &Ksimp(subs(kdeL, &KM[m1 &** vB1, I1 &o (f0 &aV f1),
m2 &** vB2, I2 &o (f0 &aV f2),
m3 &** vB3, I3 &o (f0 &aV f3)])):

pKt := &Ksimp(subs(kdeL, f0 &Kfdt pK )):

Define applied external forces and moments, and then assemble them into a Kvec-
tor. The masses of the bodiesB1, B2 andB3 are denotedm1, m2 andm3 respectively,
while g denotes the constant of gravity. The torques applied by the actuators at the
joints are denotedu1, u2 andu3 respectively. Note that if the actuator at joint three
applies a torque ofu3 onto bodyB3, then a torque-u3 will be applied to bodyB2.

> F1 := f0 &ev [0,0,-m1*g]: # Force onto body 1
F2 := f0 &ev [0,0,-m2*g]: # Force onto body 2
F3 := f0 &ev [0,0,-m3*g]: # Force onto body 3
# Moments onto bodies 1, 2 and 3
M1 := (f1 &ev [0,0,u1]) &- (f2 &ev [0,u2,0]):
M2 := (f2 &ev [0,u2,0]) &- (f3 &ev [0,u3,0]):
M3 := f3 &ev [0,u3,0]:
# Assemble forces and moments into a Kvector
F := &KM [F1, M1, F2, M2, F3, M3]:
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Derive the dynamic differential equations by projecting the difference of the ap-
plied forces and momentum differential onto the tangent vectors. Sophia has an
operator,&kane, which does this for us. The system of equations will be in an
implicit form that can then be solved for the accelerations,i.e. solving forw1t,
w2t andw3t.

> # List of implicit equations
ddeImplicitL := simplify(beta &kane (F &-- pKt)):
# Make sorted list of explicit equations
ddeExplicit := solve(convert(ddeImplicitL,set),{w1t,w2t,w3t}):
ddeExplicitL := ChrTools:-SortEq(ddeExplicit,lhs):

8.2.2. Define commonly used signals

Define signals by specifying their names and the symbols thatcomprise them.
> Signals[qw]:= qw=[q1,q2,q3,w1,w2,w3]: # States

Signals[qR]:= qR=[qR1,qR2,qR3]: # References
Signals[u] := u=[u1,u2,u3]: # Control signal

8.2.3. Export robot model

The rbm will now be represented by aMexFcn-object, that is then exported as an
S-function (robot.c) and an information file (robot_info.m, see section 8.3). First a
new object is created

> arm := MexFcn:-New(): # Create new MexFcn-object

Then the system of differential equations, as well as the definition of the required
input signals are assigned to the object

> arm:-systems := [[kdeL], [ddeExplicitL]]:
arm:-inputs := Signals[u]: # Input signals

and finally the output of the S-Function is defined

> arm:-outputs := [Signals[qw], "rE"=&simp subs(kdeL, f0 &to rE)]:

This is enough information to automatically determine whatparameters this S-
function will require, which is done by the methodarm:-Export() when it cre-
ates the information file and usesexmex() to create robot.c.

> arm:-Export("mex/robot", Simulink):
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8.2.4. Export animation function

The S-function, mkLineData.c, is also exported. It outputsthe coordinates of points
in the robot arm that will be used to animate the robot during simulation.

> mkLineData := MexFcn:-New(inputs = Signals[qw]):
mkLineData:-outputs :=
LineData=map(x->f0 &to x, [r0, rJ1, rJ2, rJ3, rE]):

mkLineData:-Export("mex/mkLineData", Simulink):

8.2.5. Export simple PD-controller

Define and export a simple PD controller for the joints.
> PD := MexFcn:-New(inputs = (Signals[qw], Signals[qR]) ):
PD:-outputs := [ u = [ k1*(qR1-q1) + d1*(0-w1),

k2*(qR2-q2) + d2*(0-w2),
k3*(qR3-q3) + d3*(0-w3) ] ]:

MexFcn:-Export("mex/PD", Simulink);

8.2.6. Exporting to MATLAB

The MexFcn-objects can also be exported for direct use in MATLAB , e.g. from the
MATLAB prompt. This example creates and exports a simple function in one line:

> MexFcn:-Export("mex/f", y(x)=sin(x+phi), MATLAB):

In this case, another function,exmat(), is used instead ofexmex() for creating the
C-file. The information file is still used and allows the user to easily create objects
in the MATLAB environment that can be used as normal functions.

>>Par = struct(’phi’, 0.3); % Structure with parameters
>>f = MexFcn(’mex/f’, Par); % Create MATLAB MexFcn-object
>>f(1.2)
ans =

0.9975

8.3. Information file of the robot model

The information file, robot_info.m, looks like this (slightly trimmed):

% ROBOT_INFO Return S-function information for robot
% Filename: mex/robot_info.m
% Created at: 2003-02-14, 19:08:56
% By: chr
% Stx: y = robot_info(type, S, index)
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% Fcn: Return S-function information depending on ’type’
% In: type = One of the following:
% ’p’ - List of Names of function parameters
% ’ic’ - List of names of initial condition values
% ’i’ - String with names of input signals
% ’o’ - String with names and widths of output signals
% ’h’ - List of strings describing the function
% ’x’ - String listing the states of the S-function
% ’xt’ - String listing the state derivatives
%
function y = robot_info(type)

switch type
case ’p’, % Names of parameter
y = {’I1z’ ’I2x’ ’I2y’ ’I2z’ ’I3x’ ’I3y’ ’I3z’ ...

’L’ ’g’ ’l2’ ’l3’ ’m2’ ’m3’ ’z0’};

case ’ic’, % Names of initial conditions
y = {’q1_0’ ’q2_0’ ’q3_0’ ’w1_0’ ’w2_0’ ’w3_0’};

case ’i’, % Names of input signals
y = ’u’;

case ’o’, % Names and widths of outputs
y = ’qw 6 rE 3’;

case ’x’, % String with state names
y = {’q1’ ’q2’ ’q3’ ’w1’ ’w2’ ’w3’};

case ’xt’, % String with state derivatives
y = {’q1t’ ’q2t’ ’q3t’ ’w1t’ ’w2t’ ’w3t’};

case ’h’, % Help text and description
y = { ...

’robot was automatically exported from Maple’ ...
’Inputs: u(1:3) = [u1, u2, u3]’ ...
’Parameters: I1z I2x I2y I2z I3x I3y I3z L g l2 ...’...
’Outputs: qw(1:6) = [q1, q2, q3, w1, w2, w3]’ ...
’ rE(1:3) = [cos(q1)*L*(cos(q2)+cos(q...’...
’Unused inputs: u1 u2 u3’ ...
’States: q1 q2 q3 w1 w2 w3’ ...
’I.C.: q1_0 q2_0 q3_0 w1_0 w2_0 w3_0’ ...
’State der.: q1t q2t q3t w1t w2t w3t’ ...
’Sys. of de: [q1t = w1, q2t = w2, q3t = w3]’ ...
’ [w1t = (u1-4*sin(q3)*cos(q2)^2*co...’};

otherwise, error(’Unknown argument’);
end

193



8. Maple/Sophia/MexFcn example

194



Part IV.

Stability of statically balanced
robots with compliance
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Introduction to part IV

Part IV studies the situation of statically balanced robotswhen compliance is also
considered. Typically, the static balance criterion only considers that the centre of
mass is projected within the support area. In chapter 9 it is shown that when the
combined system is not stiff enough, a so called “staticallystable” stance is actually
unstable. The chapter studies a model corresponding to a planar symmetric robot
standing on a compliant surface. A criterion for when it is stable is derived analyt-
ically for this case, and also experimentally verified. Chapter 10 then extends this
criterion to radially symmetric configurations and furtheranalyzes the asymmetric
planar configuration.

In chapter the ground is no longer considered to be the cause of compliance.
Instead, it originates with the robot controller and two controllers are discussed: a
Cartesian position control of the feet; and a posture controller that uses force control
in the vertical direction. Both of controllers are analyzedfor a planar robot model in
symmetric stance on stiff ground. The posture controller has been tested on WARP1
and some experimental results from this are also included for completeness. Finally,
this part is concluded with a summary and discussion in chapter 12.

Chapter 9 and 10 are partly based on work by Ridderström published in [158]
and [157]. The chapters also contain new results such as an analysis of the asym-
metric planar case. The posture controller in chapter has been presented in a paper
by Ridderström and Ingvast [160].
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Strategic Research [176] through the Centre for AutonomousSystems [18] at the
Royal Institute of Technology [100] in Stockholm.

I would also like to thank Takafumi Kinoshita and Andreas Archenti for their
help with the experiments, and Johan Ingvast and Chandana Paul for their valuable
input.
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9. A statically balanced planar
stance on a compliant surface

A legged robot is said to bestatically balanced(or statically stable), if a line from
its centre of mass in the direction of gravity passes throughthe support region (see
chapter 2.4 on page 38 for details). However, this does not always guarantee stabil-
ity. In fact, even when standing still with all joints lockedand statically balanced,
it can still fall over! All it takes is a sufficiently compliant surface. An example of
this will be shown in this chapter, where in a planar and symmetric case, the robot
would fall over if

mg

2k
>

r2

h
(9.1)

wheremg is the weight,2k is the vertical stiffness from the two legs,r is half the
width of the support region andh is the vertical distance from the feet to the centre
of mass. (A geometrical note — the left side of this inequality corresponds to the
distance that the robot has sunk into the soft surface if a linearly elastic surface is
assumed.) This condition does not contradict McGhee and Frank’s [117] original
definition of static stability, since that assumes astationary horizontal support sur-
face— clearly not the case when standing on a compliant surface. Other stability
criteria have been suggested since then. Messuri and Klein [123] defined theenergy
stability margin(ESM), as the minimum energy needed to tip over a (rigid) vehicle.
Nagy et al. [129] later defined both therigid stance stability measureand thecompli-
ant stance stability measure(CSSM), where the former is equivalent to ESM. The
CSSM is one of the few measures for stability on compliant terrain. More recent
results on energy measures have been produced by Yoneda and Hirose [74,75,206].

This criterion (9.1) is valid for a static balance strategy,where motions are
planned so that the projection of the centre of mass remains within the support area
(see sections 3.1.1 and 3.3 for examples). In order to use this kind of result for
other balance methods, it would at least have to be extended to include some kind of
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9. A statically balanced planar stance on a compliant surface

equivalence of “control stiffness”. A commonly used strategy for bipeds is based on
thezero-moment point,first introduced by Vukobratović and Stepanenko [194,195].
It can be thought of as a dynamic version of the static balancecriterion that includes
the inertia of the robot.

Gao and Song [45] actually worked on force distribution, buttheir definition of
a leg stiffness matrix,shows how the compliance due to the ground can be lumped
together with the compliance due to the leg’s structure and actuators. They note
that the stiffness matrix is actually a function of the foot’s position with respect to
the trunk. One can think of the stiffness matrix as a generalization of two springs
connected in series. It should be possible to include compliance from the controller
in a similar manner. However, there are differences betweenground compliance,
and compliance that depend on the robot’s orientation.

9.1. Models

The robot model used to study stability needs to include compliance. This compli-
ance can come from the ground (soft terrain), the feet, compliance in the mechanical
structure (legs and trunk) as well as from the actuators and transmission. For exam-
ple, in our quadruped robot WARP1 (figure 9.1a), there is definitely compliance in
the feet (rubber pads) and in the transmission system based on steel wires. The robot
weighs about 60 kg and the feet are small, so on soft terrain itwould sink down. See
chapter 5 for a detailed description of the robot.

Figure 9.1: a) WARP1 on a balance board. b) Ideal legged locomotion machine on a
horizontal compliant surface.

A model of such a system easily becomes very complex. Kinematic and dy-
namic differential equations for WARP1 have been derived (chapter 6) in a symbolic
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9.1. Models

form, but the size and complexity makes analysis of these equations difficult. Con-
sider instead as a first step the model shown in figure 9.1, withmassless legs and
foot contacts that are approximated as point contacts. Furthermore, all compliance
is considered lumped together as soft terrain. However, even that model becomes
complicated and a planar approximation will be used first. One motivation for this
planar model is to imagine a four-legged robot standing withthe legs close together
in the lateral direction, but with a much longer distance between the front and rear
legs. Then, looking at the imagined robot from the front, it is approximated with the
model shown in figure 9.2.

A stability analysis of the planar model (figure 9.2) is then performed symboli-
cally using computer assisted algebra tools in a standard manner as follows:

• Derive differential equations for the model of the mechanical system.

• Determine equilibria.

• Linearize around the equilibria.

• Determine eigenvalues and analyze them to determine stability.

9.1.1. A planar model

Even in the case of a planar model, there are several choices including

• inverted pendulum with torque spring

• with or without horizontal springs

• vertical spring only

Here the third model is discussed, but the others have also been analyzed to varying
extents, producing similar results.

The planar model (figure 9.2) is assumed to be rigid and standing on two identi-
cal vertical springs and dampers (stiffness=k, damping=d) at the pointsC1 andC2.
The feet have sunk the distancesδ1 andδ2 into the ground. The width of the base is
2r, and the parameterγ determines the relative position of the pointA on the base
line C1C2. Whenγ = 0, the configuration is symmetric. The pointB represents
the system’s centre of mass, located a distanceh above the base line. To simplify
understanding of the geometry, the angleα is included. Here, we will consider the
case whenγ = 0.

The generalized coordinates areδ1, δ2 andq1 whereq1 is the horizontal position
of the centre of mass. Since only vertical forces play any role in this model,q1
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9. A statically balanced planar stance on a compliant surface
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γ ∈ (−1,1)
(here γ ≈ 0.3)
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n3

n1
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δ2 δ2−δ1
C1

α

 α 

Figure 9.2: Planar model of robot standing on horizontal soft terrain. The dash-dotted
line represents the ground, into which the left and right feet have sunk the distancesδ1

andδ2 respectively.

will be irrelevant in the final equations. The computer assisted algebra software
Sophia[106] with Maple [198] were used in the derivations (see chapter 7). Only
the results are included to save space.

The generalized speeds were chosen as follows

w1 = ω · n2

w2 =
N∂rNB

∂t
· n3

w3 =
N∂rNB

∂t
· n1

i.e. w1 is the angular velocity,w2 is the vertical velocity of the centre of mass and
w3 is the horizontal velocity. To derive the kinematic differential equations, these
equations were simply solved forδ̇1, δ̇2 andq̇1.

The dynamic equations are not shown because they are large, complicated and
would not contribute anything. The equilibrium points can be found by solving the
following equations (obtained through the dynamic equations as usual, i.e. setting
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9.1. Models

all velocities and accelerations to zero). To simplify the equations, the following
coordinates are introduced:

δ =
δ2 − δ1

2r

δ =
δ2 + δ1

2r

whereδ corresponds to the difference in displacement andδ to the average displace-
ment. In these coordinates, the equilibrium equations can be written as follows

mg = 2kδr

hδδ =
√

1 − δ2
(
δ − γδ

)
r

which have the following solutions whenγ=0

δ =
mg

2kr
=

ar

h
(9.2)

δ = 0 or δ = ±
√

1 − a2

where the dimensionless parameter group

a =
mgh

2kr2

has been introduced. Three equilibrium points can exist only if a < 1 sinceδ
must be real. The equilibriumδ=0 corresponds to a vertical equilibrium, i.e.α=0
(δ1 = δ2 = mg

2k
), whereasδ = ±

√
1 − a2 corresponds to an equilibrium where

α = ± arcsin
(√

1 − a2
)

. Whena is small, this corresponds to largeα, implying

that the centre of mass is outside the support area, and that the equilibria are invalid
for a real robot. A detailed analysis based on the constraintthatδ1 andδ2 cannot be
negative, shows thatδ = ±

√
1 − a2 is only valid when it corresponds to the centre

of mass being directly above one of the feet. In that case,δ1 = 0 andδ2 = mg
k

or
vice versa.

The next step in the analysis is to derive a linearized systemaround the equilib-
rium point corresponding toδ=0 andδ = ar

h
. A reduced system, where the irrelevant

horizontal dynamics has been removed, is as follows

ẋ =








0 0 −r −1
0 0 r −1

rk(a−1)
Iy

rk(1−a)
Iy

−2r2d
Iy

0
k
m

k
m

0 −2 d
m








x
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9. A statically balanced planar stance on a compliant surface

wherex =
(

δ1 − ar2

2 , δ2 − ar2

2 , w1, w2

)T

. The eigenvalues for this system are as

follows

λ1,2 = −d ±
√

d2 − mk

m

and

λ3,4 = −rd± r
√

r2d2 + 2 (a − 1) Iyk

Iy

from which we easily see that the real parts ofλ1,2 will be negative if onlym and
k are positive. Similarly, ifa < 1 the real parts ofλ3,4 will also be negative if in
addition Iy is positive. Sincem, k, d andIy are all positive, we end up with the
conclusion that the equilibrium point is asymptotically stable if and only ifa < 1.
Doing the same for the remaining two equilibrium points shows that they will be
unstable ifa < 1.

Note that the equilibrium point can be unstable even though the projection of the
centre of mass is actually in the centre of the support, directly in contrast with what
you would get from a static stability analysis. To verify this conclusion, equipment
was built and experiments performed.

9.1.2. Comparison with CSSM

The criterion (12.1) has been compared with the requirementthat the CSSM must
be positive, and it was found that they produce very similar conclusions. There
were some differences, especially for smallr. However, the main difference be-
tween these criteria is that (12.1) verifies local stability, whereas the CSSM only
approximates a measure of global stability.

9.2. Experimental verification with a test rig

It is difficult to experimentally find an unstable equilibrium. The system was there-
fore started in a stable equilibrium and the parametera was slowly varied by in-
creasingh until the equilibrium point becomes unstable. This is illustrated later
in figure 9.5, where the height at which the system became unstable is plotted as
a function of the radius. Movies of these experiments can be found athttp:
//www.md.kth.se/~cas/movies/balance_rigg.
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9.2. Experimental verification with a test rig

9.2.1. The equipment

The experiment rig is illustrated with a sketch and a photo infigure 9.3. It consists
of an aluminum framework with a movable mass at the centre. The rig is hanging
from the ceiling in two steel wires, each connected in serieswith a spring. The lower
part of each spring is then connected by two strings to the ends of the horizontal bar.
When the parameters are close to those of the bifurcation point, the system becomes
extremely sensitive to perturbations. It was therefore impossible to manually change
the height of the movable weight and a DC motor at the top of thevertical bar,
together with a wire-and-pulley system, was used instead.

x
z

k k

r1 r2

α

hz

Movable
weight

Figure 9.3: Sketch and photo of the balance rig

The only interaction with the environment is through the steel wires from the
ceiling, the electrical wires and air friction. Suspendingthe rig in wires virtually
eliminated dry friction. The two horizontal parallel bars are there in order to avoid
rotations around the wrong axis. This method produced a veryundamped system,
so a damper was attached to the bottom of the rig — a part of the rig was simply
submerged in water.
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9. A statically balanced planar stance on a compliant surface

9.2.2. The method

Using the rig it is now possible to slowly raise the movable mass, thereby effectively
changing the parameterh and consequentlya.

In each experiment two springs and a specificr were chosen. The distance
between the parallel bars was adjusted to matchr, as well as the distance between
the ceiling attachment points. Then the lengths of the steelwires were adjusted so
that the equilibrium was vertical, i.e. the vertical bar wasparallel to a lode. However,
as the height is increased, small errors in the trimming of the wire lengths cause
large deviations of the equilibrium. Therefore the lengthsof the steel wires were
repeatedly fine-tuned until the equilibrium was vertical even with higher heights.

Then the movable weight was raised slowly and in small steps (with pauses in
between) until the rig tipped over. This procedure was repeated several times for
eachr.

Sensors

To increase the accuracy, a measuring system based on ultrasound was used to mea-
sure the height of the movable mass as well as the changes in the vertical bars ori-
entation.

Estimation of parameters

The ultrasonic measurement system was also used to measure the stiffness of the
springs and the steel wires. This was done by hanging an object with known mass
in the spring (or steel wire) and making it vibrate vertically. The measured motion
was then be fitted to a simple spring/damper model to obtain the stiffness.

Lengths and masses were measured in a straight forward way, and the centre of
mass for the fixed part of the rig was obtained by balancing therig on a sharp edge.
The measured distance between the movable weight and the base of the rig,hz, was
then used to calculate the systems centre of mass.

Accuracy and uncertainty

The largest errors in the measured data stems from the uncertainties of the stiffnesses
and the position of the centre of mass. Additionally, close to the bifurcation point,
something that resembled dry friction was encountered during the experiment. This
was probably caused by the dynamometers that were used as springs. There was
some chafing between two of the tubes inside the dynamometers.

206



9.2. Experimental verification with a test rig

Table 9.1: Measured data of the balance rig

Parameter Uncertainty
Movable weight m1 1.00 0.01 kg
Total mass m 4.00 0.01 kg
Combined stiffness k 371 18 N/m
Spring stiffness kspr 378 8 N/m
Rig/wire stiffness ksys 9800 1000 N/m
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Figure 9.4: The bifurcation time was manually determined from graphs such as this
(zoomed in around the bifurcation point). For each set of parameters the experiment
was repeated several times and the graph studied.

Extraction of data

The actual point when the bifurcation occurred was determined by studying a graph
of the orientation (α), and deciding when it starts to fall over (figure 9.4). Then the
height of the movable mass at this time was used to calculate the height of the centre
of mass.

9.2.3. Results of experiment

Performing experiments with different values for the radius produced data that was
consistent with the theory. Table 9.1 shows the results for different values of the
parameterr and the corresponding measuredh and estimated value ofa. The last
column contains an estimate of the maximum error that shouldbe possible in the
estimate ofa, taking into account estimates of parameter uncertainties.
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9. A statically balanced planar stance on a compliant surface
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Figure 9.5: Plot of experimental result compared to theoretical results. The plot shows
the height at which the system became unstable,hc, as a function of the radiusr. Sev-
eral measurements ofhc were done for eachr. The dots correspond to the theoretical
limit, and the ’+’-symbols to thehc as measured in the experiments.

The result agrees fairly well with the hypothesis that the bifurcation occurs when
a = 1. It is disturbing that the relative errors are all positive,since that could
indicate a systematic error in the experimental method (or an error in the hypothesis).
Another way of illustrating this data is shown in figure 9.5, where the measured
height at the bifurcation is plotted as a function of the parameterr.

9.2.4. Variation of γ

In this experiment, the width of the base was kept constant and γ was varied. It
seems that the bifurcation height, i.e. when the system becomes unstable, does not
vary significantly with respect toγ! However, with a larger magnitude (ofγ), it
became increasingly difficult to trim the system to obtain the stable vertical equilib-
rium

9.3. Domain of attraction

This section investigates a subset of the domain of attraction for the symmetric equi-
librium. It is a subset since we assume that all initial velocities are zero and that the
system initially is in a vertical equilibrium. First consider the case of a standing
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9.3. Domain of attraction

on a hard surface. The domain of attraction for this case corresponds to the initial
projection of the centre of mass being inside the support area. This is expressed by
the following condition

n1 · rC1B > 0 andn1 · rBC2 > 0

that simply states that the horizontal distances fromB to the contact points must be
positive. With some trigonometry we can show that this is equivalent to

(1 + γ)
r

h
+ tan α > 0 and (1 − γ)

r

h
− tan α > 0

which can be rewritten as ∣
∣
∣tan α + γ

r

h

∣
∣
∣ <

r

h
.

With γ = 0 it is easy to see for what initial angles the stiff system willbe stable, but
what about the compliant system?

Simulations were run to answer this question and the resultsare shown in fig-
ures 9.6-9.8. In the figures, each symbol represents the result of a simulation, where
a dot means it was stable and an× that it fell over. The vertical position of each
symbol indicates the value ofa for that simulation and the horizontal position is
related to the initial stability margin. A symbol’s coordinates are determined in this
way

(
r − n1 · rBC2

∣
∣
t=0

, a
)
.

Whenα0 = 0 the horizontal position is 0 and it increases withα0. If the horizontal
position isr, the initial stability margin is zero. A robot standing on a stiff surface
would only fall if starting outside(−r, r). This limit is illustrated by dotted vertical
lines in the figures.

Furthermore, the initial velocities were all zero and the initial vertical position
was chosen so that the sum of the ground forces equals the weight, i.e. in a vertical
equilibrium.

Given a value fora, the stiffness was calculated for each simulation. In fig-
ure 9.6, the height ish = 1 and the width isr = 0.1. For these parametersa ≈ 1
corresponds tok ≈ 500. Figure 9.6 seems to indicate that as long asa < 1, the
result is the same as for when standing on a hard surface. Thatthis is not true is
shown by figure 9.7 wherea ≈ 1 and we can see that starting with a small, but
positive, stability margin may still result in a fall.

This effect is more evident in figure 9.8 whereh = 0.5, corresponding tok ≈
240 whena ≈ 1, i.e. the ground is softer. Still, it seems that unless the system
is very compliant, it is in practice enough to require thata < 1 together with the
normal condition for static balance.
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9. A statically balanced planar stance on a compliant surface
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Figure 9.6: Simulation results whenh = 1 andr = 0.1 for different initial conditions
(horizontal axis) and parametersa.
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Figure 9.7: Simulation results whenh = 1 andr = 0.1 for a ≈ 1.
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Figure 9.8: Simulation results whenh = 0.5 andr = 0.1 for a ≈ 1.
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10. Extensions — radially symmetric
and planar asymmetric stances

This chapter continues the analysis of a robot standing on a compliant horizontal
surface. The criterion from the previous chapter is extended to three dimensions for
two-, three- and four-legged radially symmetric stances. For the symmetric planar
case, a simple “proof” and and intuitive explanation is presented. It is also suggested
that local asymptotic stability could be determined in a simple way by comparing
the “torsion stiffness due to gravity”, with the “torsion stiffness due to compliance”.

Finally, the asymmetric planar case is studied further by visualizing equilibria as
a surface that depends on two dimensionless parameters. Furthermore, the stability
of points on this surface are numerically determined and shown. Finally, an example
is given of how this surface can be used to reason about robot motions that are
statically balanced when compliance is included.

10.1. Radially symmetric models

The model in the previous chapter was planar and we will now try to work with a
more complete model. Consider theideal legged locomotion machine, (McGhee and
Frank [117]) illustrated in figure 9.1b. A rigid body is assumed with massless legs
and the foot contacts are approximated as point contacts, where the force exerted
by the legs must be directed into the supporting surface. Additionally, consider
all compliance to be lumped together as linear elasticity inthe supporting surface.
However, even this model is complicated.

Instead, figure 10.1 illustrates models of two-, three- and four-legged radially
symmetric stances, where the trunk has massm, with the centre of mass at the
point B. The inertia parametersIx, Iy and Iz are expressed relative toB. The
supporting surface has stiffnessk and dampingd, at each of theL feet that are
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Figure 10.1: Models of two-, three- and four-legged radially symmetric stances.

placed evenly on a circle with radiusr around the pointA. The distance fromA
to B is denoted byh, andg is the constant of gravity directed downward. The
parametersm, g, k, Ix, Iy, Ix, h andr are all assumed to be positive.

ForL = 2, the criterion is

mgh

Lkr2
= a < 1 (10.1)

and maybe this naturally extends toL legs? To determine this, the differential equa-
tions were derived for a robot withL legs supporting a rigid body, i.e. there are six
degrees of freedom. The generalized coordinates are chosenso that

rNB = q1n1 + q2n2 + q3n3

andq4, q5 andq6 give a yaw-pitch-roll transformation fromN toB. The generalized
speeds are chosen so that

N∂rNB

∂t
= w1n1 + w2n2 + w3n3

and that
ω = w6n1 + w5n2 + w4n3.

However, since purely vertical forces are assumed, the equations become simpler
around the vertical axis, and along the horizontal axes. During the analysis of the
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10.1. Radially symmetric models

planar model, several linear ground models were tested. Forthe horizontal and sym-
metric case, it seemed enough to only use the vertical forces(for a non-horizontal
surface this is obviously not true).

As in chapter 10, the stability analysis was done symbolically using computer
assisted algebra tools in the following standard manner:

• Derive differential equations for the model of the mechanical system.

• Determine the symmetric equilibrium (the vectorBA is parallel to gravity).

• Linearize around the equilibrium.

• Determine eigenvalues and analyze them to determine stability.

10.1.1. Two-legged stances — planar and 3D

A repeated analysis of the planar model using a 6-dof model produces the same
result, except that it can now fall “out of the plane”. That aside, the relevant eigen-
values are as follows:

λ1,2 = −d ±
√

d2 − mk

m

λ3,4 = −rd ±
√

r2d2 + 2 (a2 − 1) Iyk

Iy

where

a2 =
mgh

2kr2
. (10.2)

It is easy to see that the real parts ofλ1,2 will be negative. The real parts ofλ3,4

are negative ifa2 < 1, leading to an asymptotically stable equilibrium (ignoring the
singular case of zero eigenvalues).

10.1.2. A simpler proof

Why does the system become unstable? In order to intuitivelyunderstand that, con-
sider figure 10.2a, illustrating the planar model in equilibrium. In figure 10.2b it has
been perturbed by a small angle∆α and the corresponding approximate displace-
ments are illustrated. The approximate torque change,∆M , around the pointA can
be written as follows

∆M = ∆αmgh − ∆αr2k − ∆αr2k.
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Figure 10.2: a) Symmetric equilibrium configuration. b) Perturbed configuration.

The torsion stiffness can then be calculated as follows

∆M

∆α
= mgh − 2r2k = 2r2k

(
mgh

2r2k
− 1

)

= 2r2k (a − 1) .

Whena < 1, the stiffness is negative and the equilibrium is stable (since the torque
change will counteract the perturbation). Alternatively,think of the problem directly
in terms of stiffness due to the ground, versus stiffness dueto gravity. The two
springs acting at the feet comprise a torsion spring with stiffness

kτ = 2r2k.

Now rewrite the stability condition as follows

mgh

kτ
= a < 1 ⇔ mgh < kτ .

The torsion stiffness due to the ground,kτ , must be greater than the stiffness due
to gravity, mgh. This is similar to the well known example of a buckling beam.
It seems to have been overlooked in the research of legged machines. There is of
course one major difference: typically only unidirectional ground forces are possible
for legged machines (as is assumed for an ideal legged locomotion machine). For
instance, a stable equilibrium for the buckling beam can correspond to a situation
where one of the feet are above the ground.
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10.2. AnL-legged stance — using the stiffness

10.1.3. Three- and four-legged stances

For the three-legged stance, the following eigenvalues correspond to the symmetric
equilibrium:

λi = − 1

2m

(

3d ±
√

9d2 − 12mk
)

, i = 1, 2

λi = − r

4Iy

(

3dr ±
√

(3dr)2 − 24kIy (1 − a3)

)

i = 3, 4

λi = − r

4Ix

(

3dr ±
√

(3dr)2 − 24kIx (1 − a3)

)

i = 5, 6

where

a3 =
3mgh

2kr2
. (10.3)

For the four-legged stance, the following eigenvalues correspond to the symmet-
ric equilibrium:

λi = − 2

m

(

d ±
√

d2 − mk
)

, i = 1, 2

λi = −2r

Ix

(

dr ±
√

(dr)2 − 2kIx (1 − a4)

)

i = 3, 4

λi = −2r

Iy

(

dr ±
√

(dr)2 − 2kIy (1 − a4)

)

i = 5, 6

where

a4 =
mgh

2kr2
. (10.4)

The first two eigenvalues correspond to vertical modes, and the last four to tipping
modes. Reasoning as in the planar case, we see that the equilibrium is stable when

aL < 1, L = 3, 4.

10.2. An L-legged stance — using the stiffness

A torsion stiffness can be calculated in a manner similar to that in section 10.1.2,
generalized to three dimensions. In the three-legged stance, the stiffness is23kr2

and in the four-legged stance, the stiffness is2kr2. Comparing this toa3 anda4,
indicates that the stability can be predicted by comparing the torsion stiffness to
mgh.
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10. Extensions — radially symmetric and planar asymmetric stances

The calculation of the torsion stiffnesskτ around the pointA is briefly described
below. In these radially symmetric stances, the torsion stiffness should be indepen-
dent of the horizontal axis around which it is calculated (except of course in the
two-legged case, where tipping “out-of-the-plane” corresponds to no stiffness at all).
Using the computer algebra system, the stiffnesses were calculated by evaluating

kτ =
L∑

l=1

rAPl ×
(
K · ∆rAPl

)

whererAPl is a vector from the pointA to foot l, K = kn3n3 represents the ground
stiffness and∆rAPl is a displacement due to a small rotation. The displacement is
calculated as

∆rAPl =
N∂rAPl

∂t

∣
∣
∣
∣
q=q∗

·
3∑

i=1

nini

ni ·ω
,

where the dyad
∑3

i=1
nini

ni·ω
eliminates the angular velocity components created by

the time differentiation whereq = q∗ denotes the equilibrium point.

10.3. Analysis of asymmetric configuration

The planar asymmetric case (γ 6= 0) will now be studied further. It is more difficult
to analyze and the results are also more difficult to visualize. Some of the figures
will show three-dimensional surfaces that can be difficult to “see”.

The model was illustrated in figure 9.2 but its differential equations have been
derived using the same generalized coordinates as in section 10.1. By introducing
dimensionless parameter groups, the equations of equilibrium can be written as fol-
lows

R + tan α − sin α

a
= 0

q3 + R sin α − cos α +
1

k′
= 0

whereR = γr/h, k′ = 2kh/mg and q3 is the vertical position of the trunk’s
centre of mass. Note that these equations only represent a “real” equilibrium, if it
corresponds to the robot being supported by both feet. Consequently, some of the
equilibria do not exist for an actual robot, but this will be ignored here.

The equilibrium equations need to be solved for bothα andq3, but we can note
that the first equation only depends onα, and onceα is known the solution forq3 is
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10.3. Analysis of asymmetric configuration

αa=0.8 a=0.5

R

a=1.5

–1

1

–0.5 0.5

(a) Curves for three values ofa

α
a=0.8

R
–0.06 0.06

–0.5

0.5

–0.1 0.1

(b) Curve fora = 0.8

Figure 10.3: The curves correspond to (10.6) for different values ofa. Intersections
with a vertical line correspond to solutions of (10.5) and ifa > 1, there is only one
intersection.(b) shows several vertical lines for different values ofR.

trivial. The first equation can be rewritten as

R = − tan α +
sin α

a
(10.5)

where solutions to this equation corresponds to intersections between a vertical line
(atx = R) and a curve

x (α) = − tan α +
sin α

a
, y (α) = α (10.6)

as shown in figure 10.3. Note that depending on the value ofa, the vertical line
can intersect the curve either one, two or three times. Consequently the number of
equilibria also vary between one, two and three.

Figure 10.4 shows how the number of equilibria depend on the parameters (α
andR), where there are three equilibria below the curve, two equilibria on the curve
and only one equilibria above the curve. A bifurcation occurs when crossing this
curve and the corresponding equilibrium that bifurcates isalso shown in figure 10.4.

The complete equilibrium surface is shown in figure 10.5, where the symmetric
equilibrium solutions have been drawn on the surface as three thick curves. Given
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10. Extensions — radially symmetric and planar asymmetric stances

3 solutions

2 solutions2 solutions
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    R

(a) Number of equilibria

equilibria
Symmetric

α
R

a

–1

11

–2 –1
1 2

(b) 3D-view of equilibrium trajectory

Figure 10.4: a) There are two equilibria along the dashed curve, one aboveand three
below. This curve is also shown in 3D, where the vertical axisis the equilibrium angle
and the symmetric equilibria are drawn. The thick curve traces out the equilibria that
bifurcates when changing regions in(a).

a point in the parameter plane, the equilibria correspond tointersections between a
vertical line going through that point and the equilibrium surface.

As in the symmetric case, it is possible to linearize the system around an equilib-
rium point and study the eigenvalues. Deriving the linearized system for an arbitrary
point is straight forward1, but the expressions for the eigenvalues are too compli-
cated to make much sense. However, it is still possible to numerically evaluate the
eigenvalues at various points on the equilibrium surface. This is illustrated in fig-
ure 10.6, where light dots indicate that all the eigenvalueshave negative real parts at
that point. The light dots represent stable equilibria, andinitial conditions close to
such a point means it will remain there. From the figure, it looks like all points “in-
side” the bifurcation curve are stable. However, even though this seems very likely,
the figure is not a strict proof. Calculating the eigenvaluesrequired assigning spe-
cific values tod, Iy andr, so for other values of these parameters the figure might
look different.

Now assume that the figure is representative for a real robot standing on a soft
surface, or even explicitly generated for the parameters ofthat robot. For a specific
robot, the dimensionless parameters are now completely determined by the position

1Not by hand, but using a computer algebra system.
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10.3. Analysis of asymmetric configuration
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Figure 10.5: Equilibrium surface for planar model. The three thick curves atR = 0
correspond to the symmetric equilibria solutions (9.2).
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Figure 10.6: Equilibrium surface for planar model where the white dots indicate that
all eigenvalues at that point have a negative real part.
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10. Extensions — radially symmetric and planar asymmetric stances

R

a
α

–0.4

–0.2

0.2

0.4
1

–0.2 –0.1
0.1 0.2

Figure 10.7: The white line shows the equilibria corresponding toa = 0.5, r = 0.1
andγ = −0.9 . . .0.9, i.e. as the trunk slowly moves from one side to the other.

of the trunk relative to the feet. Furthermore, assume that the robot is in a stable
equilibrium. This equilibrium will correspond to a point onthe equilibrium surface
in figure 10.5. By varying the parameters slowly enough, the robot will remain at
(or very close to) the equilibrium point as that points move along the surface. An
example of this is shown in figure 10.7 where the equilibrium trajectory corresponds
to a = 0.5, r = 0.1 andγ = −0.9 . . . 0.9. This curve gives the real motion of the
robot and if the equilibrium undergoes a bifurcation the robot will fall. It should be
noted that the system is likely to become more and more sensitive as it approaches
the edges of the stable part of the equilibrium surface. Alsoremember that it has
been assumed that both feet are in ground contact.
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11. Compliance in the control

In this chapter, the ground is no longer assumed to be compliant. Instead, the compli-
ance is “caused” by the fact that controllers use low feedback gains. Two controllers,
that have both been tested on WARP1, are analyzed using planar approximations. In
the first case, the feet are position controlled in Cartesiancoordinates and in the
second case, a posture controller uses force control in the vertical direction. Some
experiment results from when this posture controller was tested on WARP1 are also
included at the end of this chapter.

11.1. Cartesian position control of the feet

This controller is only intended to keep the feet still. A Cartesian position control
law, for a force between the trunk and a footl, can be written as:

f l = P ·
(

rBPl,ref − rBPl

)

− D · vBPl

whereP is the stiffnes andD the damping. The Cartesian system is assumed to
coincide with the trunk triad and the control law can therefore be written as:

Bf l = BK l
(

BrBPl,ref − BrBPl

)

− BDlBvBPl (11.1)

where we use diagonal stiffness and damping matrices:

BK l =





k1

k2

k3



 andBDl =





d1

d2

d3



 . (11.2)

11.1.1. Implementation on W ARP1

This kind of control law (but with velocity references and a non-constant position
reference) has been used with WARP1 to make it both crawl and trot [84]. See
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11. Compliance in the control

section 5.3 on page 133 for an overview of the control structure, where the torque
control law (5.1) already contains (11.1). Note that (5.1) is expressed in terms of
vectors between the hip (Hl) and the feet. However, this does not change anything
as long as we ensure that the reference satisfy this equation:

rBPl,ref = rBHl + rHPl,ref .

As for the Jacobian, we have that

BJ l =
∂BrBPl

∂q
=

∂BrBHl

∂q
+

∂BrHPl

∂q
=

∂BrHPl

∂q

sincerBHl is fixed relative to the trunk.

11.1.2. Analysis

A planar version of this controller will now be analyzed. As in section 10.1 we
assume that the robot can be modeled as an ideal legged locomotion machine. This
time the ground is stiff and we assume that the feet do not slip. The parametersm
andg are again the trunk mass and constant of gravity, buth andr are now used in
the position references

rBP1,ref = −rb1 − hb3

rBP2,ref = rb1 − hb3

whereh is the desired trunk height and2r is the width of the stance (and robot, since
the desired position is under the hips).

The dynamic model uses the following generalized coordinates:

rNB = q1b1 + q3b3 andq2 = α

and generalized speeds
wi = q̇i, i = 1 . . . 3.

Deriving the system’s differential equations and determining the (symmetric) equi-
librium gives that it is:

q∗ =

[

0, 0, h − mg

2k3

]T

,

where the trunk has sunk down a distance

mg

2k3
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11.1. Cartesian position control of the feet

relative to the desired height. The displacement is due to the compliance in the con-
troller rather than the ground this time. Linearizing around the equilibrium produces
these dynamic differential equations:

Iyẇ1 = c1q1 + 2d1

(

mgh

k3
− Iy

m
− h2 − (mg)2

2k2
3

)

w1 +

(
2r2hk3 − mgr2 + gIy

)
q2 + d3r

2

(

2h − mg

k3

)

w2

Iyẇ2 =

(

mg+2hk1−
k1

k3
mg

)

q1+

(

2hd1−
d1

d3
mg

)

w1 − 2r2 (d3w2 − k3q2)

mẇ3 = −2k3q3 − d3w3

where the coefficientc1 is

c1 =
(mg)2

2k3

(

1 − k1

k3

)

+ mgh

(

2
k1

k3
− 1

)

− 2k1

(

h2 +
Iy

m

)

.

Two eigenvalues are easy to find for this system:

λ1,2 =
−d3 ±

√

d2
3 − 2mk3

m

but the remaining four eigenvalues are the roots of a large fourth degree polynomial.
A necessary criterion for the real parts of the eigenvalues to be negative, is that the
polynom’s0th coefficient is positive. This criterion can be written as follows

0 < 2k3

(

(mg)2 (k1 − k3) + 2k1k3

(
2k3r

2 − mgh
))

which requires a positive horizontal stiffness, i.e.

k1 > 0.

To further simplify the expression, let us replace the parameters with dimension-
less equivalents, i.e.

k1 =
mgḱ1

h

k3 =
mgḱ3

h
.
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Figure 11.1:The surface illustrates the critical point for different values of the parame-
tersk1, k3 and r

h
. The criterion is satisfied for points above the surface. High stiffnesses

allow a narrower stance, and forḱ1 > 1, the vertical stiffness is more important than
the horizontal stiffness.

This is inserted into the inequality and simplified as follows:

0 < ḱ1 − ḱ3 + 2ḱ1ḱ3

(

2ḱ3
r2

h2
− 1

)

ḱ3 < ḱ1

(

1 + 2ḱ3

(

2ḱ3
r2

h2
− 1

))

1

ḱ1

<
1 + 2ḱ3

(

2ḱ3
r2

h2 − 1
)

ḱ3

(11.3)

This criterion is illustrated in figure 11.1, showing a surface that satisfies the
equation

1

ḱ1

=
1 + 2ḱ3

(

2ḱ3
r2

h2 − 1
)

ḱ3

. (11.4)

The criterion is satisfied when the parameters correspond toa point above the sur-
face. We can see that with high stiffnesses, the stance can benarrower and also
that the vertical stiffness is more important than the horizontal stiffness (foŕk1 > 1
anyway).

224



11.2. A simple force based posture controller

11.1.3. Comparison with W ARP1

It is now possible to test if (11.3) is satisfied for some typical control parameters
that are actually used during the control of WARP1. Since WARP1 has four legs and
this was a planar model, the control parameters from WARP1 must be doubled. A
typical leg control stiffness is about 4 kN/m vertically and10 kN/m horizontally,
corresponding tók1 ≈ 7 and ḱ3 ≈ 17. For these values, the critical value ofr

h
is

about 0.19, but typically WARP1 use a wider stance with a ratio of 0.5. This agrees
with the fact that WARP1 is easily capable of standing using these values (in both
simulation and reality).

A few preliminary simulations have also been done where the width (of both
stance and trunk) was reduced. As the parameters approachedthe critial point,
WARP1 fell, and seemed to fall faster as it was closer. However, only a few cases
were simulated using full models of WARP1 and the simulations are time consum-
ing. It is probably not feasible to verify the surface in figure 11.1 in this way, but
requires simulations using a reduced model. The result is still interesting and before
the analysis we did not expect it to be so difficult for WARP1 to remain standing
using this controller when the stance was narrow.

Note that this criterion is unlikely to be accurate for WARP1 since it does not
model the actuator dynamics, multiple rigid bodies nor implemenation of the Carte-
sian stiffness/damping control.

11.2. A simple force based posture controller

A simple force based posture controller [160] will now first be described and then
analyzed in a similar manner. The posture controller is based on a few simple ideas:

1. Use force control vertically and position control horizontally
2. Use simple rules to distribute leg forces
3. The supporting surface should not have to be horizontal, planar or even static
4. The height is not easily defined for a legged robot, use average of “hip heights”.

The goal of the controller is to track a desired height and attitude (roll and pitch
angles), i.e. a desired posture. This is to be done without any knowledge of the
ground type or orientation. Furthermore, only on-board sensors will be used. In one
of the experiments, the ground is not even static since the robot is actually standing
on a balancing board that is being tilted back and forth (figure 11.2).

Methods to control balance similar to the one described in this paper have been
used before, see for instance section 3.2.1 (ASV) and section 3.1.3 (Sky-Hook sus-
pension). There has been more research on this subject for bipeds [86,145]. Similar
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11. Compliance in the control

Figure 11.2: WARP1 on a balance board.

to the method used in the ASV, we would like to control the trunk’s posture by
distributing the forces applied onto the trunk by the legs. However, we do this in
a simpler way, by using a hybrid control of horizontal foot positions and vertical
forces. Another method to distribute the forces is to formulate a quadratic optimiza-
tion problem, like Chen et al. [20]. This method has mostly been used in simula-
tion ( [82] [20]), with the ASV as a rare exception.

Simply put, in order to increase the trunk height, all vertical leg forces are in-
creased by the same amount. Similarly, to pitch the trunk forward, more vertical
force is applied by the rear legs and less by the front legs. However, there are some
problems. One of them is the need for a good estimate of the trunk’s orientation and
height. Further, when the ground is unknown, it is not obvious how to define the
height. Here it is defined as the average of the hip heights.

11.2.1. Posture observer

The trunk orientation is estimated by a high-gain algorithmbased on data from on-
board sensors (three rate gyros, two inclinometers and one accelerometer). Two sets
of gains are used in the algorithm depending on how abruptly the trunk moves (mea-
sured by the accelerometer). During abrupt motions, the inclinometer gain is much
smaller than during smooth motions. Rehbinder [153] contains more information.

The trunk position1 is estimated relative to the average position of the feet, de-

1I.e. its centre which is assumed to coincide with the trunk’scentre of mass.
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11.2. A simple force based posture controller

notedG. It is calculated as follows

BrGB = −BrBG = − 1

L

L∑

l=1

BrBPl .

whereL is the number of legs (i.e.L = 4) andBrBPl . Theheightis now defined as
BrGB

3 and the estimated velocity of the trunk is calculated in the same way, i.e.

BvGB = − 1

L

L∑

l=1

BvBPl = − 1

L

L∑

l=1

∂BrBPl

∂t
.

Note that this is usually not the same as the “real” velocity,i.e. the velocity
relative to the inertial frame,N . That velocity could be calculated as follows

N∂rGB

∂t
= N

ω
B × rGB +

B∂rGB

∂t

whereN
ω

B is the angular velocity of the trunk and it is assumed that thepoint G
does not move.

11.2.2. Posture controller

Two parts comprise the posture controller. The first part consists of PID-controllers
that calculate the desired force and moment on the trunk. A constant termmg is
added to the desired force in order to compensate for gravity. The desired force is
calculated as follows:

BfB,ref = kP ep + kD ėp + kI

∫

ep∂t +





0
0

mg





whereep andėp are the position and velocity error, i.e.

ep = BrGB,ref − BrGB

ėp = BvGB,ref − BvGB .

Note that the velocity reference is relative to the trunk’s coordinate system, not the
inertial frame. Similarly, the feedforward term,mg, is also in the trunk’s coordinate
system. This will produce a small error when the trunk is not horizontal, but it is
ignored. The desired moment on the trunk,BmB,ref , is calculated similarly, based
on the error in trunk orientation and angular velocity.
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11. Compliance in the control

The second part of the controller calculates what forces thelegs should apply,
BfBPl,ref l = 1 . . . L. A simple distribution rule is used here that only distributes
the vertical leg forces as follows

BfBPl,ref
3 = − 1

L

(

BfB,ref
3 +

BmB,ref
1

BrBPl
2

−
BmB,ref

2

BrBPl
1

)

.

This satisfies the force balance equations at least when the robot is horizontal. It is
assumed that the leg controllers keep the feet directly below the hips. The actual foot
positions can of course also be used, but “division-by-zero” must then be handled if
a foot is directly below the trunk’s centre of mass.

11.2.3. Implementation on W ARP1

The implemenation of this posture controller uses the control structure described in
section 5.3 on page 133. However, the control law for calculating joint torques,τ l,
is different from (5.1):

τ l = τ fc +
(
BJ l

)T ·{ BK l ·
(
BrBPl,ref − BrBPl

)
+

+BDl ·
(
BvBPl,ref − BvBPl

)
+

+BfBPlref}
(11.5)

The termτ fc has been added. It is aknocker, i.e. a small amplitude square wave
(40 Hz) that reduces the effect of static friction. Only diagonal BK l andBDl were
used here. The reference trajectories are constant, with the feet placed directly below
the hips. However, the vertical position and velocity components,BrBPl

3 , BrBPl,ref
3

etc., are not used since the corresponding stiffness and damping coefficients are set
to zero.

BK l =





kL

kL

0



 andBDl =





dL

dL

0



 .

Similarly, only the vertical component of the reference force,BfBPlref
3 , is nonzero.

11.2.4. Analysis of posture controller

The assumptions for this model are the same as in section 11.1.2 and the model uses
the same generalized coordinates and speeds. Deriving the system of the differential
equations and determining the equilibrium gives that it is:

q∗ = (0, 0, h) .
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11.2. A simple force based posture controller

Table 11.1:Control parameters in planar model of posture controller.

Function in posture controller Stiffness Damping
Generation of vertical reference force kB dB

Generation of reference torque kα dα

Control of horizontal foot position kL dL

There is no lowering of the height of the trunk due to gravity because of the compen-
sation term in the posture controller. The linearized system around this equilibrium
looks like this:

Iyẇ1 = −2

(
Iy

m
+ h2

)

(kLq1 + dLw1) + h (q2kα + dαw2) − mghq1 + gIyq2

Iyẇ2 = −dqw2 + 2hkLq1 + mgq1 − kqq2 + 2dLu1h

mẇ3 = −kBq3 − dBw3

where the control parameters are explained in table 11.1.
Two eigenvalues are easy to find for this system:

λ1,2 =
−dB ±

√

d2
B − 4mkB

2m

but the remaining four eigenvalues are once more roots of a large fourth degree
polynomial. The necessary criterion that the0th coefficient is positive is this time

2kLkα − 2hkLmg − (mg)2 > 0

which requires a positive horizontal stiffnes, i.e.

kL > 0.

Solving the inequality forqα gives this result:

kα > mgh +
(mg)2

2kL
.

Inserting the parameters actually used in the experiments that will be described
in the next section, show that the inequality is satisfied. For roll motions, kα is
about five times larger than required, and for pitch motions it is about 30 times
larger (different parameter values are used in the two directions). Note that these
control parameters were not just tuned to be able to stand up,but also to track steps
in the references. Furthermore, the parameters were not extensively tuned for the
experiments.
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11. Compliance in the control

11.3. Balance experiments

All of the experiments were performed with the same control parameters, only the
reference trajectories differ. Step changes are applied tothe posture references in
the first three experiments. In the last experiment, the posture reference is constant,
but the robot is standing on a balance board that is tilted.

11.3.1. Step response of the pitch and roll angle

In these two experiments we applied a change to the pitch and roll reference angles
(figure 11.3a and b). The pitch response is almost twice as fast as the roll response.
This could be due to the forward offset of the robot’s centre of mass. During the
step in pitch angle, there is a deviation (< 1o) on the roll angle due to coupling. The
error is slowly corrected by the integration term. There is asimilar (but smaller)
deviation on the pitch angle during the step in the roll angle. The height deviation is
small (<5 mm) in both experiments and simulation. There are only small deviations
in the roll/pitch angles in simulation. It seems reasonablethat the friction at least
partly causes the behaviour in the experiments. Another cause could be the fact that
the individual joints have quite different mechanical characteristics, e.g. friction.
Friction is probably also the reason why the response in simulation is faster (and
overshoots in 11.3b). The parameters where tuned for the experiments and not the
simulation.

11.3.2. Step response of the height

Figure 11.4a illustrates the response to a change in step height. In the experiment,
the robot has not quite reached its desired height before thereference step occurs.
Then, after the initial response, the height increases moreor less linearly as the
integration term grows. We believe this behaviour is causedby friction in the joints
combined with an integration term that is too small. The total power consumed by
the actuators during the initial response rise from about 16W to a peak of 90 W
and then drops down to 9 W. Less power is consumed afterwards,because the knees
are less bent. The increased potential energy accounts for about half of the used
energy, the other half is probably dissipated by friction and resistance in the motor
coils. There was no friction included in the simulation, which might account for the
differences.

There are some disturbances in the roll and pitch angles in the experiment, with
less deviations on the pitch angle. There are also small deviations in these angles on
the simulated motions (< 0.1 ◦).
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(a) Step in reference, pitch angle
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Figure 11.3: a) Posture response to a step change in reference pitch angle(dotted
line). Solid lines are experimental data and the dashed lines are data from simulation.
b) Posture response to a step change in reference roll angle (dotted line). Solid lines
are experimental data and the dashed lines are data from simulation.
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Figure 11.4: a) Posture response to a step change in reference height (dotted line).
Solid lines are experimental data and the dashed lines are data from simulation. b) Pos-
ture response (solid lines) to large disturbances of the balance board (dashed lines).
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11. Compliance in the control

11.3.3. Standing on a balance board

The robot is placed on a2×2 m balancing board (figure 11.2) that has a 0.13 m long
rod attached underneath. This allows the board to rotate around the rod’s ground
contact point. The board is held by hand during the experiment and manually rocked
back and forth along the board’s pitch and roll axes. The board orientation is esti-
mated using inverse leg kinematics and the estimated trunk orientation.

Figure 11.4b) shows the posture response from pitching and rolling board mo-
tions of about±8◦ with velocities up to20◦/s. It looks good (seehttp://www.
md.kth.se/~cas/movies/balance) and the pitch error is smaller here as
well. That might partly be due to the slightly smaller disturbances.
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12. Summary and discussion

We begin by briefly summarizing the results in this part and then discussing them.
Finally results from the other parts are discussed.

12.1. Summary of stability analysis

In chapter 9 it was analytically shown that a planar symmetric statically balanced
stance on a compliant surface is actually only stable if

mgh

2kr2
= a < 1. (12.1)

This criterion was verified in experiments with a special test rig. The question of
domain of attraction was also investigated through simulations, where it was shown
that the compliance in the ground also decreases the domain of attraction. However,
that effect is minor unless the compliance is large.

Chapter 10 then extended the planar case to 3D for radially symmetric stances,
showing stability if:

aL < 1 (12.2)

for two, three- and four legs (L = 2, 3 and 4). A more intuitive proof of the planar
case was also given, as well as an interpretation ofaL, as the ratio between stiffness
due to gravity, and stiffness due to ground compliance. The asymmetric planar case
was also investigated and the surface of possible equilibria was visualized in 3D
as a function of two dimensionless parameters (a2 and rγ). After separating the
equilibrium surface into stable and unstable equilibria, it was discussed how a robot
moving slowly will be statically balanced, and its motion will therefore correspond
to a curve on the equilibrium surface.

In chapter 11 the ground was no longer considered to be the cause of compliance.
Instead, it originates with the robot controller and two controllers were discussed: a
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12. Summary and discussion

Cartesian position control of the feet; and a posture controller that uses force control
in the vertical direction. Both controllers were analyzed for a planar robot model
in symmetric stance on stiff ground. Here the eigenvalues were not useful, but a
necessary condition for stability was found. This criterion must be satisfied for the
Cartesian position control to be stable:

1

ḱ1

<
1 + 2ḱ3

(

2ḱ3
r2

h2 − 1
)

ḱ3

where ḱ1 and ḱ3 are the dimensionless horizontal and vertical control stiffnesses.
The corresponding criterion for the posture controller is

kα > mgh +
(mg)2

2kL

wherekα is the angular stiffness of the trunk control, andkL is the horizontal stiff-
ness of the control of foot position. Both criteria were compared with actual control
values that have been used with WARP1, and both criteria were satisfied.

12.2. Discussion of stability analysis

One way the results for a compliant surface could be used is toinclude them in the
process of gait planning that is based on the static balance criterion. The criterion
could be used to give an upper boundary on the allowed height,or a lower boundary
on the width of the stance. Using this for planning would require an estimate of the
compliance that can be difficult to obtain — especially for areas where the robot has
not been before. Fortunately the support width dominates over the stiffness, e.g. a
20% decrease in stiffness is compensated by a 11% increase inwidth. For robots
with a low centre of mass, this will probably not be a problem.A biped on the other
hand, usually has a high centre of mass and a narrower stance,especially a biped
standing on one foot.

A more important use for this criterion is that it indicates when static balance
is not enough and an active balance is needed. Note however that this shifts the
problem to the balance controller, which in the case of the posture controller have to
satisfy a similar criterion.

The results for the controllers mean that low control stiffness can cause prob-
lems, but unfortunately it is not possible to arbitrarily increase the control stiffness.
For the posture controller, using too large parameters madeit unstable and for the
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12.2. Discussion of stability analysis

position control chattering occurred. Furthermore, it is not always desired to po-
sition control the feet very stiffly since this could cause slippage and a buildup of
internal forces when walking on rough terrain.

12.2.1. Implications for ZMP

The ZMP criterion (see section 2.5.2) is often used as a modern version of the static
balance criterion. It is used to plan a reference trajectorywhere the ZMP remains in
the interior of the support area. However, the static balance criterion for a compli-
ant surface (12.2) implies that a robot whose reference trajectory satisfies the ZMP
criterion can also fall. The proof is in fact identical, since a planned motion for the
robot to stand still corresponds to static balance. Even simpler, any normal rigid
object placed on a sufficiently compliant surface can tip over.

12.2.2. Ideas for the future

This part has barely scratched the surface of possible results. It could be fruitful to
create a kind of library with this kind of criteria for various “standard” cases such
as soft terrain and different controllers. Especially if there is some way in which
the criteria can be combined when there are several sources of compliance. In fact,
studying what happens in this case is one of the more important things that should
be investigated. For further research in this direction, itis probably useful to look at
the results on the properties of spatial stiffness matrices[23], and at the concept of
compliant grasps and pasive force closure [167]. Related tothe idea that it is enough
to study the stiffness to determine stability, a paper by Koditschek’s [94] is a good
start.

Another thing that should be investigated is how the type of ground affects the
results. What happens on real terrain that is not linearly elastic? The local stability
analysis holds of course, but it is not obvious that the robotwill fall over (although
it’s unclear what the alternative could be, a limit cycle forinstance is unlikely with-
out energy being added to the system). As for the analysis of compliance in the
controllers, it needs to be extended to asymmetric configurations and general foot
placements.

Other questions that should be investigated include:

• How does removing the assumption of massless legs affect theresults?

• How robust are the results to modeling errors?

Finally, it would be very interesting to see how compliance affects the stability of
motions that have been planned using a ZMP criterion. When the planned motion no
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12. Summary and discussion

longer is static, does this require a stiffer ground than just standing still? One way
to answer this question is to run simulations of a planar system such as in figure 9.2,
but leth andγ be functions of time (this corresponds to the trunk moving relative to
the feet).

12.3. Summary and discussion of part I-III

Part I gave an introduction to the field of walking robots, where information was
collected from various sources and descriptions of controllers for walking robots
were presented in a more coherent framework. Thus making it easier to compare
and understand how the controllers work. The main result from this part is in my
opinion the choice of questions/aspects for how to analyze and try to understand
the controllers: Generation of trunk motion; Maintaining balance, Generation of leg
sequence and support patterns; and Reflexes. A big problem was that articles very
rarely contained complete information. Using several papers as a source for one
controller gives a more complete picture, but also introduces discrepancies since
details in the controller and/or the robot have changed.

In part II, an attempt has been made to provide a comprehensive and detailed
description of our four-legged robot in terms of mechanics,electronics and basic
control structure. However, it probably does still not contain enough information
for someone else to easily reproduce simulations and experimental results. The
complexity of the system is one of the reasons for this. As an example, the dynamic
model is simply too large to fit in an article, the C-file used toexport it contains
almost 10000 lines.

Because of the complexity, it is also impossible to derive the model by hand so
instead a description is given of how it is derived using a computer algebra system
(cas). Since it is basically a program that derives the model, it was possible to make
the program more general. In this case, it is easy to make the program derive a
model for certain classes of robots.

The complexity is also a reason why we need to use advanced tools for working
with this system. These are the main tools and methods that have been used:

• A computer algebra system (Maple) with the Sophia language to derive kine-
matic and dynamic models of mechanical systems.

• A graphical environment to design, model and simulate dynamical systems
(MATLAB /Simulink).

• A rapid prototyping tool that automatically implements a graphically designed
controller by converting it into C code (Real-Time Workshop).
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12.3. Summary and discussion of part I-III

However, the tools need to interface with each other, and it is not practical to manu-
ally enter a model as large as the WARP1 rigid body model. Fortunately, we found a
tool (exmex()) that could do this. Complexity also caused problems withinMAT-
LAB and Simulink because so many signals and parameters are used. It was not prac-
tical to manually manage the order with which these are used,so extra functionality
was added to do this for us. As an added benefit, it is now also much easier specify,
transfer and use symbolical expressions derived in Maple with MATLAB Simulink.
In fact, creating relatively simple expressions is often quicker to derive symboli-
cally and then transfer, than enter by hand. Additionally, not having to enter large
expressions by hand reduce the risk of entering them incorrectly.

On the other hand, there is actually a drawback with using derived expressions.
If there is an error in the original expression, there will most likely be an error in
the derived expression. What you loose is the independent implementation of the
same function, that allow you to compare the results. It is also the comparison of
independent results that makes it so important to be able to compare results from
simple analytic models, with complicated numerical simulations and with experi-
mental results.

This combination was also very useful in the last part, that is theoretical rather
than about control design. For instance, the computer algebra system allows you
to work with large and complicated differential equations.The numerical tool is
necessary to interpret and visualize the results when you end up with a complicated
result.
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A. Publications and division of work

Below is a lists publications where I am the primary author ora co-author. I have
been deeply involved in the writing process of all the papersexcept [10], where
my contribution is minor. I am the only author and contributor to [156–158]. The
main contribution to [159] is mine, but I wrote it with Ingvast. We also wrote [155]
and [84] about WARP1, that is the result of several persons combined effort. My
contribution to [154] and [5] is writing and experiments.
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and Walking Robots, Paris, France, September 2002.
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ington DC, USA, 2002.
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Systems, Stockholm, Sweden, October 2002. Seehttp://www.md.kth.
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[4] Christian Ridderström and Johan Ingvast. Combining control design tools —
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[9] Henrik Rehbinder and Christian Ridderström. Attitude estimation for walking
robots. InInt. Conf. on Climbing and Walking Robots, September 1999.

[10] Freyr Hardarson, Bengt Eriksson, Christian Ridderström, Tom Wadden, and
Jan Wikander. Experiments with impedance control of a single compliant leg.
In Int. Conf. on Climbing and Walking Robots, September 1999.

242



B. Special references

? R. McNeil Alexander. Optima for animals, chapter 3, pages 45–64. Princeton
University Press, revised edition, 1996.

? M. G. Bekker. Introduction to Terrain-Vehicle Systems. University of Michigan
Press, Ann Arbor, 1969.

? Matthew D. Berkemeier. Modeling the dynamics of quadrupedal running. Int. J.
of Robotics Research, 17(9):971–985, 1998.

? Karsten Berns. The walking machine catalogue.http://www.fzi.de/
divisions/ipt/WMC.

? J. Furusho and A. Sano. Sensor-based control of a nine-link biped. Int. J. of
Robotics Research, 9(2):83–98, April 1990.

? D. M. Gorinevsky and A. Yu. Shneider. Force control in locomotion of legged
vehicles over rigid and soft surfaces.Int. J. of Robotics Research, 9(2):4–23,
April 1990.

? A. Goswami. Foot rotation indicator (FRI) point: A new gait planning tool to
evaluate postural stability of biped robots. InInt. Conf. on Robotics and Automa-
tion, pages 47–52, Detroit, MI, may 1999.

? S. Hirose, Y. Fukuda, and H. Kikuchi. The gait control systemof a quadruped
walking vehicle.Advanced Robotics, 1(4):289–323, 1986.

? Neville Hogan. Impedance control: An approach to manipulation. J. Dynamic
Systems, Measurement and Control, 107(1):1–20, 1985.

? C. A. Klein, K. W. Olson, and D. R. Pugh. Use of force and attitude sensors for
locomotion of a legged vehicle over irregular terrain.Int. J. of Robotics Research,
2(2):3–17, 1983.

243



B. Special references

? Martin Lesser. The analysis of complex nonlinear mechanical systems. World
Scientific, P O Box 128, Farrer Road, Singapore 9128, 1995.

? T. McGeer. Passive dynamic walking.Int. J. of Robotics Research, 9(2):62–82,
1990.

? R. B. McGhee. Some finite state aspects of legged locomotion.J. Math. Bio-
sciences, 2:67–84, 1968.

? R. B. McGhee and A. A. Frank. On the stability properties of quadruped creeping
gaits.J. Math. Biosciences, 3:331–351, 1968.

? Domini A. Messuri and Charles Klein. Automatic body regulation for maintaining
stability of a legged vehicle during rough-terrain locomotion. IEEE Robotics and
Automation Magazine, RA-1(3), September 1985.

? Richard M. Murray, Zexiang Li, and S. Shankar Sastry.A Mathematical Intro-
duction to Robotic Manipulation. CRC Press, 1994.

? E. Muybridge.Animals in Motion. New Dover Edition, Dover Publications, Inc.,
New York, 1957. First published in 1899.

? Marc H. Raibert.Legged robots that balance. The MIT Press, 1986.

? Shin-Min Song and Kenneth J. Waldron.Machines that Walk. MIT Press, Cam-
bridge, MA, 1989.

? D. J. Todd. Walking machines – an introduction to legged robots. Kogan Page
Ltd, London, 1986.

? M. Vukobratovic, A. A. Frank, and D. Juricic. On the stability of biped locomo-
tion. IEEE Trans. Biomedical Eng., BME-17(1):25–36, January 1970.

? M. Vukobratovic and J. Stepanenko. On the stability of anthropomorphic systems.
J. Math. Biosciences, 15:1–37, 1972.

? M. Vukobratovic and J. Stepanenko. Mathematical models of general anthropo-
morphic systems.J. Math. Biosciences, 17:191–242, 1973.

244



Index

Asup (support area), 35
PCM (projection ofCM ), 38
PCP (centre of pressure), 42
β (duty factor), 36
exmex()(), 179
exmex(), 178
Maple, 172
MATLAB , 172
Maple, 175
Simulink, 175
MATLAB , 175

ACN, 131, 132
active balance, 40
Actuator Control Node, 131
AEP, 34
ANN, 44
anterior, 32
anterior extreme position, 34
articulated, 32
artificial neural network, 44
attitude, 33
average velocity vector, 41

biped, 32
blind walking, 126

CAN, 131
cas, 161, 172
central pattern generator, 113

centre of pressure, 42
CM (centre of mass), 32
CMAC, 44
computer algebra system, 161, 172
contralateral, 32, 93
Controller Area Network, 131
crab angle, 36
crab gait, 49
crab-walk, 36
crab-walk, standard, 49
crawl, 35
crawl gait, 36, 37, 50
creeping gait, 36, 39
cursorial, 33, 127
cyclic gaits, 37

damping control, 44
DCN, 131, 132
dde, 139, 143
dead-lock, 51
Development Control Node, 131
discontinuous gait, 37, 112
dot product, between matrices, 144
duration vector, 36
duty factor, 36
dyad, 145
dyadic product, 145
dynamic balance, 40
dynamic gait, 40

245



Index

dynamic stability, 40
dynamic stability margin, 42
dynamic walk, 40
dynamically stable at a timet, 41

follow-the-leader gait, 37
free gait, 37, 49, 112
Froude number, 31

gait, 33, 36
gait diagram, 35
gait longitudinal stability margin, 39
gallop, 34, 36
GDA, 32, 47
gravitationally decoupled actuator, 32
ground frame, 32, 35
ground reference frame, 32

hexapod, 32
hip, 32
horizontal plane, 32
hybrid DEDS, 76
hybrid discrete event dynamic system, 76

ideal legged locomotion machine, 38
impedance control, 44
inertial frame, 32
inner product, matrix, 144
ipsilateral, 32, 93

Joystick Sensor Node, 131
JSN, 131, 132

Kane’s equations, 143
kde, 139, 143
kinematic differential equations, 143
Kvector, 145

lateral, 32
leg cycle, 34
leg sequence, 36

legs, 32
longitudinal axis, 32

median plane, 32
monopod, 32
multibody analysis, 143

non-holonomic systems, 143

octapod, 32
orientation, 33

pace, 35, 36
pantograph, 32
PEP, 34, 96
periodic locomotion pattern, 34
position control, 44
posterior, 32, 93
posterior extreme position, 34
posture, 33, 225
power stroke, 34, 96

quadruped, 32

rbm, 139, 172
Real-Time Workshop, 178
reference frame, 143
reference frame, standard, 143
relative phase of legl, 36
retract-and-elevate reflex, 92
return stroke, 34, 96
rigid body model, 139, 172
rotary gallop, 35

S-function, 175, 179
safe walk, 40, 53
sagittal plane, 32
Sophia language, 139, 172, 175
stable locomotion system, 41
stance phase, 34
static balance, 38, 39

246



Index

statically balanced gait, 39
statically stable, 39
statically stable at timet, 38
statically unstable, 39
stationary gait, 42
step, 35
step cycle, 35, 36
step length, 35
stiffness control, 44
stride, 35
stride duration, 35
stride length, 35
support area, 35
support pattern at a timet, 35
support phase, 34–36
support polygon, 35
support polygon, conservative, 35
support sequence, 36, 37
swing phase, 34
system vector, 145
system velocity vector, 146

tangent space, 143
tetrapod gait, 36
transfer phase, 34, 94
triad, reference, 143
triad, standard, 143
tripod gait, 36
trot, 34–36
trunk, 31
trunk centre of mass, 32
trunk frame, 32
trunk reference frame, 32
Trunk Sensor Node, 131
TSN, 131, 132
turning centre, 36
turning gait, 36, 112

virtual surface, 43

walk, 34
wave gait, 36, 112

xPC Target, 178

Zero Moment Point, 42
ZMP, 42, 43, 55

247



Index

248



REFERENCES

References

[1] LyX the document processor.http://www.lyx.org.

[2] M. Ahmadi and M. Buehler. Stable control of a simulated one-legged run-
ning robot with hip and leg compliance.IEEE-Transactions-on-Robotics-
and-Automation, 13(1):96–104, February 1997.

[3] R. McN. Alexander. Optimum walking techniques for quadrupeds and
bipeds.J. of Zoology (London), 192:97–117, 1980.

[4] R. McN. Alexander. The gaits of bipedal and quadrupedal animals. Int. J. of
Robotics Research, 3(2):49–59, 1984.

[5] R. McN. Alexander. Optimization and gaits in the locomotion of vertebrates.
Phys. Rev., 69(4):1199–1227, 1989.

[6] R. McNeil Alexander.Optima for animals, chapter 3, pages 45–64. Princeton
University Press, revised edition, 1996.

[7] R. McNeill Alexander. Vertical movements in walking andrunning. J. of
Zoology (London), 185:27–40, 1978.

[8] M. G. Bekker. Introduction to Terrain-Vehicle Systems. University of Michi-
gan Press, Ann Arbor, 1969.

[9] Karim Benjelloun. Design and construction of the M3L robot leg. Technical
report, Dept. of Machine Design, Royal Institute of Technology, S-100 44
Stockholm, Sweden, 1997. TRITA-MMK 1997:21, ISSN 1400-1179, ISRN
KTH/MMK–97/21–SE.

[10] Matthew D. Berkemeier. Modeling the dynamics of quadrupedal running.
Int. J. of Robotics Research, 17(9):971–985, 1998.

[11] K. Berns, W. Ilg, M. Deck, and R. Dillman. The mammalian-like quadrupedal
walking machine BISAM. InInt. Workshop on Advanced Motion Control
Proc., pages 429–433, 1998.

[12] Karsten Berns. The walking machine catalogue.http://www.fzi.de/
divisions/ipt/WMC.

[13] Karsten Berns, Rüdiger Dillmann, and Stefan Pekenbrock. Neural networks
for the control of a six-legged walking machine.Robotics and Autonomous
Systems, 14:233–244, 1995.

249



REFERENCES

[14] Biological Cybernetics. http://www.uni-bielefeld.de/
biologie/Kybernetik/research/walk.html.

[15] A. J. Van Den Bogert, H. C. Schamhadt, and A. Crowe. Simulation of
quadrupedal locomotion using a rigid body model.J. of Biomechanics,
22(1):33–41, 1988.

[16] Ben Brown and Garth Zeglin. The bow leg hopping robot. InInt. Conf. on
Robotics and Automation, pages 781–786, 1998.

[17] M. Buehler, R. Battaglia, A. Cocosco, G. Hawker, J. Sarkis, and K. Yamazaki.
SCOUT: A simple quadruped that walks, climbs, and runs. InInt. Conf. on
Robotics and Automation, pages 1707–1712, 1998.

[18] Centre for Autonomous Systems.http://www.cas.kth.se. Numerisk
Analys och Datalogi, Kungliga Tekniska Högskolan, S-100 44Stockholm,
Sweden.

[19] Chun-Hung Chen, Vijay Kumar, and Yuh-Chyuan Luo. Motion planning of
walking robots using ordinal optimization.IEEE Robotics and Automation
Magazine, June 1998.

[20] Jeng-Shi Chen, Fan-Tien Cheng, Kai-Tarng Yang, Fan-Chu Kung, and York-
Yih Sun. Optimal force distribution in multilegged vehicles. Robotica,
17(pt.2):159–172, March-April 1999.

[21] Jeng-Shi Chen, Fan-Tien Cheng, Kai-Tarng Yang, Fan-Chu Kung, and York-
Yin Sun. Solving the optimal force distribution problem in multilegged vehi-
cles. InInt. Conf. on Robotics and Automation, pages 471–476, 1998.

[22] D. J. Cho, J. H. Kim, and D. G. Gweon. Optimal turning gaitof a quadruped
walking robot.Robotica, 13(6):559–564, 1995.

[23] Namik Ciblak. Analysis of Cartesian stiffness and compliance with applica-
tions. PhD thesis, Georgia Institute of Technology, Atlanta, Georgia 30332,
May 1998.

[24] T. Karčnik and A. Kralj. Gait dynamic stability assessment in a sagittal plane.
In Engineering in Medicine and Biology Society, 1996. Bridging Disciplines
for Biomedicine., 18th Annual International Conference ofthe IEEE, vol-
ume 2, pages 467–468, November 1996.

250



REFERENCES

[25] Jefferson A. Coelho and Roderic A. Grupen. Online graspsynthesis. InInt.
Conf. on Robotics and Automation, pages 2137–2142, 1996.

[26] J. J. Collins and S. A. Richmond. Hard-wired central pattern generators for
quadrupedal locomotion.Biological Cybernetics, 71:375–385, 1994.

[27] J. J. Collins and I. Stewart. Hexapodal gaits and coupled nonlinear oscillator
models.Biological Cybernetics, 68:287–298, 1993.

[28] Computer Aided Software Inc. DADS.http://www.cadsi.com.

[29] C. I. Connolly and R. A. Grupen. The applications of harmonic functions to
robotics.J. Robotic Systems, 10(7):931–946, October 1993.

[30] H. Cruse, Ch. Bartling, J. Dean, T. Kindermann, J. Schmitz, M. Schumm, and
H. Wagner. Coordination in a six-legged walking system. Simple solutions
to complex problems by exploitation of physical properties. In Pattie Maes,
Maja J. Mataric, Jean-Arcady Meyer, Jordan Pollack, and Stewart W. Wilson,
editors,From animals to animats, volume 4, pages 84–93. MIT Press, 1996.

[31] H. Cruse, D. E. Brunn, Ch. Bartling, J. Dean, M. Dreifert, T. Kindermann,
and J. Schmitz. Walking: A complex behavior controlled by simple networks.
Adaptive Behavior, 3(4):385–418, 1995.

[32] Holk Cruse, Christian Bartling, and Thomas Kindermann. High-pass fil-
tered positive feedback for decentralized control of cooperation. In F. Moran,
A. Moreno, J. J. Merelo, and P. Chacon, editors,Advances in Artificial Life,
pages 668–678. Springer-Verlag, 1995.

[33] Harry Dankowicz, Jesper Adolfsson, and Arne B. Nordmark. Existence of
stable 3d-gait in passive bipedal mechanisms.Trans. ASME J. Biomechanical
Engineering, ?(?):?, 1999. Subm. to.

[34] Pablo Gonzalez de Santos and Maria A. Jimenez. Generation of discontinuos
gaits for quadruped walking vehicles.J. Robotic Systems, 12(9):599–611,
1995.

[35] Chang de Zhang and S. M. Song. Turning gait of a quadrupedal walking
machine. InInt. Conf. on Robotics and Automation, volume ?, pages 2106–
2112, 1991.

[36] Deneb Robotics Inc. Envision.http://www.deneb.com.

251



REFERENCES

[37] dSPACE GmbH. dSPACE.http://www.dspace.de.

[38] Takashi Emura and Akira Arakawa. Attitude control of a quadruped robot
during two legs supporting. InInt. Conf. on Adv. Rob., pages 711–716, 1991.

[39] Bengt Eriksson. A survey on dynamic locomotion controlstrategies for
legged vehicles. Technical Report TRITA-MMK 1998:1, Dept.of Machine
Design, Royal Institute of Technology, S-100 44 Stockholm,Sweden, 1998.
ISSN 1400-1179.

[40] El F. Hafi and P. Gorce. Walking dynamic control under unknown pertur-
bation. InInt. Conf. on Systems, Man and Cybernetics, pages 3538 – 3543,
1998.

[41] Johan Friede and Kim Kylström. Determination of mechanical parameters for
the warp 1 robot using experimental methods, simulations and real-time con-
trol. Master’s thesis, Dept. of Machine Design, Royal Institute of Technology,
S-100 44 Stockholm, Sweden, 1998. TRITA-MMK 1998:52MME666, ISSN
1400-1179, ISRN KTH/MMK–98/9–SE.

[42] M. Frik. Adaptive neural control of a walking machine. In 7th German-
Japanese Seminar on Nonlinear Problems in Dynamical Systems — Theory
and Applications, 1996.

[43] J. Furusho and M. Masubuchi. A theoretically motivatedreduced order model
for the control of dynamic biped locomotion.J. Dynamic Systems, Measure-
ment and Control, 109:155–163, June 1987.

[44] J. Furusho and A. Sano. Sensor-based control of a nine-link biped. Int. J. of
Robotics Research, 9(2):83–98, April 1990.

[45] X. C. Gao and S. M. Song. Stiffness matrix method for footforce distribution
of walking vehicles. InInt. Conf. on Robotics and Automation, volume 3,
pages 1470–1475, 1990.

[46] J. F. Gardner. Force distribution in walking machines over rough terrain.J.
Dynamic Systems, Measurement and Control, 113:754–758, 1991.

[47] John F. Gardner. Characteristics and approximations of optimal force dis-
tributions in walking machines on rough terrain. InInt. Conf. on Advanced
Robotics, pages 613–618, 1991.

252



REFERENCES

[48] F. Génot and B. Espiau. On the control of the mass center of legged robots
under unilateral constraints. InCLAWAR ’98 First International Symposium,
pages 9–14, 1998.

[49] Martin Golubitsky, Ian Stewart, Pietro-Luciano Buono, and J. J. Collins. A
modular network for legged locomotion.Physica D, 115:56–72, 1998.

[50] Bill Goodwine and Joel Burdick. Trajectory generationfor kinematic legged
robots. InInt. Conf. on Robotics and Automation, pages 2689–2696, 1997.

[51] Bill Goodwine and Joel Burdick. Gait controllability for legged robots. In
Int. Conf. on Robotics and Automation, pages 484–489, 1998.

[52] P. Gorce. Dynamic control of bipeds using postural adjustment strategy. In
Int. Conf. on Systems, Man and Cybernetics, pages 453–458, 1997.

[53] P. Gorce and El F. Hafi. Modelling of human body control scheme and learn-
ing in stepping motion over an obstacle. InInt. Conf. on Intelligent Robots
and Systems, pages 64–69, 1998.

[54] P. Gorce and M. Guihard. On dynamic control of pneumaticbipeds. J.
Robotic Systems, 15(7):421–433, 1998.

[55] P. Gorce, O. Vanel, and C. Ribreau. Equilibrium study of"human" robot. In
Int. Conf. on Systems, Man and Cybernetics, pages 1309–1314, 1995.

[56] P. Gorce, C. Villard, and J. G. Fontaine. Grasping, coordination and optimal
force distribution in multifinger mechanisms.Robotica, 12:243–251, 1994.

[57] D. M. Gorinevsky and A. Yu. Shneider. Force control in locomotion of legged
vehicles over rigid and soft surfaces.Int. J. of Robotics Research, 9(2):4–23,
April 1990.

[58] A. Goswami. Foot rotation indicator (FRI) point: A new gait planning tool
to evaluate postural stability of biped robots. InInt. Conf. on Robotics and
Automation, pages 47–52, Detroit, MI, may 1999.

[59] M. Guihard and P. Gorce. Joint impedance control applied to a biped pneu-
matic leg. InInt. Conf. on Systems, Man and Cybernetics, pages 1114–1119,
1996.

[60] M. Guihard and P. Gorce. A new way to tackle position/force control for
pneumatic robots. InInt. Conf. on Intelligent Robots and Systems, volume 2,
pages 603–610, 1996.

253



REFERENCES

[61] M. Guihard, P. Gorce, and J. G. Fontaine. SAPPHYR: legs to pull a wheel
structure. InInt. Conf. on Systems, Man and Cybernetics, volume 2, pages
1303–1308, 1995.

[62] Freyr Hardarson. Locomotion for difficult terrain. Technical Report
TRITA-MMK 1998:3, Dept. of Machine Design, Royal Instituteof Tech-
nology, S-100 44 Stockholm, Sweden, April 1998. ISSN 1400-1179, ISRN
KTH/MMK–98/9–SE.

[63] Christian Hardell. An integrated system for computer aided design and anal-
ysis of multibody systems.Engineering with Computers, 12(1):23–33, 1996.

[64] Simon Haykin.Neural Networks. Prentice Hall, 1994.

[65] M. Hildebrand. Symmetrical gaits of horses.Science, 150:701–708, 1965.

[66] S. Hirose, Y. Fukuda, and H. Kikuchi. The gait control system of a quadruped
walking vehicle.Advanced Robotics, 1(4):289–323, 1986.

[67] S. Hirose, H. Kikuchi, and Y. Umetani. The standard circular gait of a
quadruped walking vehicle.Advanced Robotics, 1(2):143–164, 1986.

[68] S. Hirose, T. Masui, H. Kikuchi, and Y. Fukuda. TITAN IIIa quadruped
walking vehicle — its structure and basic characteristics.In 2ndISRR, pages
325–331, 1985.

[69] S. Hirose, K. Yoneda, and Ibe Arai. Design of prismatic quadruped walking
vehicle TITAN VI. In 5th Int. Conf. on Advanced Robotics, pages 732–738,
1991.

[70] S. Hirose, K. Yoneda, K. Arai, and T. Ibe. Design of a quadruped walking ve-
hicle for dynamic walking and stair climbing.Advanced Robotics, 9(2):107–
124, 1995.

[71] S. Hirose, K. Yoneda, R. Furuya, and T. Takagi. Dynamic and static fusion
control of quadruped walking vehicle. InInt. Conf. on Intelligent Robots and
Systems, pages 199–204, 1989.

[72] Shigeo Hirose. A study of design and control of a quadruped walking vehicle.
Int. J. of Robotics Research, 3(2):113–133, 1984.

[73] Shigeo Hirose and Osamu Kunieda. Generalized standardfoot trajectory for
a quadruped walking vehicle.Int. J. of Robotics Research, 10(1):3–12, Febru-
ary 1991.

254



REFERENCES

[74] Shigeo Hirose, Hideyuki Tsukagoshi, and Kan Yoneda. Normalized energy
stability margin: Generalized stability criterion for walking vehicles. In
CLAWAR ’98 First International Symposium, pages 71–76, 1998.

[75] Shigeo Hirose, Hideyuki Tsukagoshi, and Kan Yoneda. Normalized energy
stability margin and its contour of walking vehicles on rough terrain. InInt.
Conf. on Robotics and Automation, pages 181–186, 2001.

[76] Shigeo Hirose and Kan Yoneda. Toward development of practical quadruped
walking vehicles.J. of Robotics and Mechatronics, 5(6):494–504, 1993.

[77] Hirose and Yoneda Lab.http://mozu.mes.titech.ac.jp/.

[78] Neville Hogan. Impedance control: An approach to manipulation.J. Dynamic
Systems, Measurement and Control, 107(1):1–20, 1985.

[79] Manfred Huber and Roderic A. Grupen. A hybrid discrete event dynamics
systems approach to robot control. Technical Report 96–43,Dept. of Com-
puter Science, Univ. of Massachusetts, USA, October 1996.

[80] Manfred Huber and Roderic A. Grupen. A feedback controlstructure for
on-line learning tasks.Robotics and Autonomous Systems, 22(4–3):303–15,
December 1997.

[81] Manfred Huber and Roderic A. Grupen. A control structure for learning loco-
motion gaits. In7th Int. Symposium on Robotics and Applications, Anchor-
age, AK, 1998. TSI Press.

[82] Min-Hsiung Hung, D. E. Grin, and K. J. Waldron. Force distribution equa-
tions for general tree-structured robotic mechanisms witha mobile base. In
Int. Conf. on Robotics and Automation, volume 4, pages 2711–2716, 1999.

[83] Winfried Ilg and Karsten Berns. A learning architecture based on rein-
forcement learning for adaptive control of the walking machine LAURON.
Robotics and Autonomous Systems, 15:321–334, 1995.

[84] J. Ingvast, C. Ridderström, and J. Wikander. The four legged robot system
WARP1 and its capabilities. InSecond Swedish Workshop on Autonomous
Systems, Stockholm, Sweden, October 2002. Seehttp://www.md.kth.
se/~cas/publications.

[85] Integrated Systems Inc. MATRIXx.http://www.isi.com.

255



REFERENCES

[86] Satoshi Ito and Haruhisa Kawasaki. A standing posture control based on
ground reaction force. InInt. Conf. on Intelligent Robots and Systems, 2000.

[87] K. Jeong, T. Yang, and J. Oh. A study on the support pattern of a quadruped
walking robot for aperiodic motion. InInt. Conf. on Intelligent Robots and
Systems, volume 3, pages 308–313, Pittsburgh, PA, August 1995.

[88] Kyung-Min Jeong and Jun-Ho Oh. An aperiodic z type spinning gait planning
method for a quadruped walking robot.Autonomous Robots, 2(2):163–173,
1995.

[89] Shuuji Kajita and Kazuo Tanie. Experimental study on biped dynamic walk-
ing in the linear inverted pendulum mode. InInt. Conf. on Robotics and
Automation, pages 2885–2891, 1995.

[90] Kane and Levinson.Dynamics: Theory and application. McGraw-Hill, 1985.
ISBN 0-07-037846-0.

[91] Shigeyasu Kawaji, Ken’ichi Ogasawara, and Masaki Arao. Rhytm-based con-
trol of biped locomotion robot. InInt. Workshop on Advanced Motion Control
Proc., pages 93–97, 1998.

[92] C. A. Klein and S. Kittivatcharapong. Optimal force distributions for the
legs of a walking machine with friction cone constraints.IEEE Robotics and
Automation Magazine, 6(1):73–85, 1990.

[93] C. A. Klein, K. W. Olson, and D. R. Pugh. Use of force and attitude sensors
for locomotion of a legged vehicle over irregular terrain.Int. J. of Robotics
Research, 2(2):3–17, 1983.

[94] D. Koditschek. The application of total energy as a lyapunov function for
mechanical control systems, 1989.

[95] E. I. Kugushev and V. S. Jaroshevskij. Problems of selecting a gait for an
integrated locomotion robot. In4th Int. Conf. Artificial Intell., pages 789–
793, Tbilisi, Georgian SSR, USSR, 1975.

[96] Vijay R. Kumar and Kenneth J. Waldron. Force distribution in closed kine-
matic chains.IEEE Robotics and Automation Magazine, 4(6):657–664, De-
cember 1988.

[97] Vijay R. Kumar and Kenneth J. Waldron. Adaptive gait control for a walking
robot. J. Robotic Systems, 6(1):49–76, 1989.

256



REFERENCES

[98] A. Kun and W. T. Miller, III. Adaptive dynamic balance ofa biped robot using
neural networks. InInt. Conf. on Robotics and Automation, pages 240–245,
1996.

[99] A. L. Kun and W. T. Miller, III. Unified walking control for a biped robot
using neural networks. InIEEE ISIC/CIRA/ISAS Joint conf., pages 283–288,
Gaithersburg, MD, September 1998.

[100] Kungliga Tekniska Högskolan. (Royal Institute of Technology). http://
www.kth.se. S-100 44 Stockholm, Sweden.

[101] Laboratory for Perceptual Robotics, Univ. of Massachusetts. http://
www-robotics.cs.umass.edu/thing.

[102] Anna-Karin Larde, Mattias Olsson, Kennet Jansson, Lars Wallentin, and
Sören Andersson. Sleipner 3 — a student project in machine elements and
mechatronics. Technical Report TRITA-MMK 1998:12, Dept. of Machine
Design, Royal Institute of Technology, S-100 44 Stockholm,Sweden, 1998.
ISSN 1400-1179.

[103] Kwan-Pyo Lee, Tae-Wan Koo, and Yong-San Yoon. Real-time dynamic sim-
ulation of quadruped using modified velocity transformation. In Int. Conf. on
Robotics and Automation, pages 1701–1706, 1998.

[104] Tsu-Tian Lee and Ching-Long Shih. A study of the gait control of a
quadruped walking vehicle.IEEE Robotics and Automation Magazine, RA-
2(2):61–69, June 1986.

[105] Anders Lennartsson.Efficient Multibody Dynamics. PhD thesis, Dept. of
Mechanics, KTH, 100 44 Stockholm, Sweden, 1999.

[106] Martin Lesser.The analysis of complex nonlinear mechanical systems. World
Scientific, P O Box 128, Farrer Road, Singapore 9128, 1995.

[107] Fredrik Liander and Johan Wallström. Development of arobot prototype with
wheeled locomotion for difficult terrain. Master’s thesis,Dept. of Machine
Design, Royal Institute of Technology, S-100 44 Stockholm,Sweden, 1997.
TRITA-MMK 1997:? MME650.

[108] B.-S. Lin and S.-M. Song. Dynamic modeling, stabilityand energy efficiency
of a quadrupedal walking machine. InInt. Conf. on Robotics and Automation,
pages 367–373, 1993.

257



REFERENCES

[109] Yi Lin and Shin-Min Song. Learning hybrid position/force control of a
quadruped walking machine using a CMAC neural network.J. Robotic Sys-
tems, 14(6):483–499, 1997.

[110] Willard S. MacDonald. Design and implementation of a four-legged walking
robot. Senior honors thesis, (ece) dept., Univ. of Massachusetts, USA, may
1994.

[111] Willard S. MacDonald. Legged locomotion over irregular terrain using
the control basis approach. Master’s thesis, University ofMassachusetts
Amherst, USA, 1996.

[112] Willard S. MacDonald and Roderic A. Grupen. Building walking gaits for
irregular terrain from basis controllers. InInt. Conf. on Robotics and Au-
tomation, pages 481–486, April 1997.

[113] Macsyma Inc. Macsyma.http://www.macsyma.com.

[114] Duane W. Marhefka and David E. Orin. Quadratic optimization of force
distribution in walking machines. InInt. Conf. on Robotics and Automation,
pages 477–483, 1998.

[115] T. McGeer. Passive dynamic walking.Int. J. of Robotics Research, 9(2):62–
82, 1990.

[116] R. B. McGhee. Some finite state aspects of legged locomotion. J. Math.
Biosciences, 2:67–84, 1968.

[117] R. B. McGhee and A. A. Frank. On the stability properties of quadruped
creeping gaits.J. Math. Biosciences, 3:331–351, 1968.

[118] R. B. McGhee and G. I. Ishwandhi. Adaptive locomotion of a multilegged
robot over rough terrain. IEEE Trans. Systems, Man, and Cybernetics,
9(4):176–182, 1979.

[119] Scott McMillan and David E. Orin. Forward dynamics of multilegged vehi-
cles using the composite rigid body method. InInt. Conf. on Robotics and
Automation, pages 464–470, 1998.

[120] The mechanical design of a 3 degrees of freedom compliant robot leg.
Karim benjelloun. Master’s thesis, Dept. of Machine Design, Royal Insti-
tute of Technology, S-100 44 Stockholm, Sweden, 1997. TRITA-MMK 1997
MME646, ISSN 1400-1179.

258



REFERENCES

[121] Mechanical Dynamics Inc. ADAMS.http://www.adams.com.

[122] Merriam-Webster’s Collegiate Dictionary. Encyclopedia Britannica Online,
http://www.eb.com.

[123] Domini A. Messuri and Charles Klein. Automatic body regulation for main-
taining stability of a legged vehicle during rough-terrainlocomotion. IEEE
Robotics and Automation Magazine, RA-1(3), September 1985.

[124] N. K. M’Sirdi, N. Manamani, and N. Nadjar-Gauthier. Methodology based
on CLC for control of fast legged robots. InInt. Conf. on Intelligent Robots
and Systems, pages 71–76, 1998.

[125] Nacer K. M’Sirdi, Marina Guihard, and Jean-Guy Fontaine. Identification
and control of pneumatic driven robot. InInt. Conf. on Systems, Man and
Cybernetics, volume 3, pages 722–727, Le Touquet, France, October 1993.

[126] Richard M. Murray, Zexiang Li, and S. Shankar Sastry.A Mathematical
Introduction to Robotic Manipulation. CRC Press, 1994.

[127] E. Muybridge.Animals in Motion. New Dover Edition, Dover Publications,
Inc., New York, 1957. First published in 1899.

[128] P. Nagy, D. Manko, S. Desa, and W. Whittaker. Simulation of postural control
for a walking robot. InIEEE Int. Conf. on System Engineering, pages 324–
329, aug 1991.

[129] P. V. Nagy, S. Desa, and W. L. Whittaker. Energy-based stability measures
for reliable locomotion of statically stable walkers: Theory and application.
Int. J. of Robotics Research, 13(3):272–287, June 1994.

[130] H. M. Lankarani; P.E. Nikravesh. A contact force modelwith hysteresis
damping for impact analysis of multibody systems.Trans. of the ASME, J. of
Mechanical Design, 112:369–76, 1990.

[131] N. Nishikawa, T. Murakami, and K. Ohnishi. An approachto stable motion
control of biped robot with unknown load by torque estimator. In Int. Work-
shop on Advanced Motion Control Proc., pages 82–87, 1998.

[132] T. Oka, M. Inaba, and H. Inoue. Describing a modular motion system based
on a real time process network model. InInt. Conf. on Intelligent Robots and
Systems, pages 821–827, 1997.

259



REFERENCES

[133] OPAL-RT Technologies Inc. OPAL-RT.http://www.opal-rt.ca.

[134] Koichu Osuka. Control theoretic approach to motion control of legged robot.
In Int. Workshop on Advanced Motion Control Proc., pages 88–92, 1998.

[135] D. Pack and H. Kang. An omnidirectional gait control using a graph search
method for a quadruped walking robot. InInt. Conf. on Robotics and Au-
tomation, volume 1, pages 988–993, Nagoya, Japan, May 1995.

[136] Prabir K. Pal and K. Jayarajan. Generation of free gait—- a graph search
approach.IEEE Robotics and Automation Magazine, 7(3):299–305, 1991.

[137] Prabir K. Pal, Vivek Mahadev, and K. Jayarajan. Gait generation for a six-
legged walking machine through graph search. InInt. Conf. on Robotics and
Automation, volume 2, pages 1332–1337, 1994.

[138] Junmin Pan and Junshi Cheng. Gait synthesis for quadruped robot walking
up and down slope. InInt. Conf. on Intelligent Robots and Systems, volume 1,
pages 532–536, July 1993.

[139] David W. Payton and Thomas E. Bihari. Intelligent real-time control of
robotic vehicles.Communications of the ACM, 34(8):49–63, 1991.

[140] Lennart Pettersson. Control system architectures for autonomous agents.
Technical Report TRITA-MMK 1997:22, Dept. of Machine Design, Royal
Institute of Technology, S-100 44 Stockholm, Sweden, April1997. ISSN
1400-1179, ISRN KTH/MMK-97/22-SE.

[141] F. Pfeiffer and H. Cruse. Bionik des Laufens — technische Umsetzung biol-
ogischens Wissens.Konstruktion, pages 261–266, 1994. In German.

[142] F. Pfeiffer, H.-J. Weidemann, and P. Danowski. Dynamics of the walking
stick insect.IEEE Control Systems Magazine, 112:9–13, feb 1991.

[143] R. Prajoux and L. de SF. Martins. A walk supervisor architecture for au-
tonomous four-legged robots embedding real-time decision-making. InInt.
Conf. on Intelligent Robots and Systems, volume 1, pages 200–207, 1996.

[144] G. A. Pratt, M. M. Williamson, P. Dilworth, and J. Pratt. Stiffness isn’t every-
thing. In Preprints of the fourth International Symposium on Experimental
Robotics(ISER’95), Stanford, California, USA, July 1995.

[145] Jerry Pratt and Gill Pratt. Intuitive control of a planar bipedal walking robot.
In Int. Conf. on Robotics and Automation, 1998.

260



REFERENCES

[146] Dennis R. Pugh, Eric A. Ribble, Vincent J. Vohnout, Thomas E. Bihari,
Thomas M. Walliser, Mark R. Patterson, and Kenneth J. Waldron. Technical
description of the adaptive suspension vehicle.Int. J. of Robotics Research,
9(2):24–42, 1990.

[147] Quanser Consulting Inc. WinCon.http://www.quanser.de.

[148] Roger D. Quinn and Kenneth S. Espenschied. Control of ahexapod robot
using a biologically inspired neural network. In Randall D.Beer, Roy E.
Ritzmann, and Thomas McKenna, editors,Biological Neural Networks in
Invertebrate Neuroethology and Robotics, Neural Networks: Foundations to
Applications, chapter XVI, pages 365–381. Academic Press Inc., 1993.

[149] Marc H. Raibert.Legged robots that balance. The MIT Press, 1986.

[150] Peter J. G. Ramadge and W. Murray Wonham. The control ofdiscrete event
systems.Proc. IEEE, 77(1):81–98, jan 1989.

[151] RealTech AG. RealLink/32.http://www.realtech.ch. now xPC
Target from [179].

[152] Henrik Rehbinder.State Estimation and Limited Communication Control.
PhD thesis, The Royal Inst. of Technology, 100 44 Stockholm,Sweden, 2001.
TRITA-MAT-01-OS-09, ISSN 1401-229.

[153] Henrik Rehbinder and Xiaoming Hu. Nonlinear pitch androll estimation for
walking robots. InInt. Conf. on Robotics and Automation, volume 3, pages
2617–2622, 2000.

[154] Henrik Rehbinder and Christian Ridderström. Attitude estimation for walking
robots. InInt. Conf. on Climbing and Walking Robots, September 1999.

[155] C. Ridderström, J. Ingvast, F. Hardarson, M. Gudmundsson, M. Hellgren,
J. Wikander, T. Wadden, and H. Rehbinder. The basic design ofthe quadruped
robot Warp1. InInt. Conf. on Climbing and Walking Robots, Madrid, Spain,
October 2000.

[156] Christian Ridderström. Legged locomotion control — aliterature survey.
Technical Report TRITA-MMK 1999:27, Dept. of Machine Design, Royal In-
stitute of Technology, S-100 44 Stockholm, Sweden, November 1999. ISSN
1400-1179.

261



REFERENCES

[157] Christian Ridderström. Stability of statically balanced, radially symmetric
stances for legged robots on compliant surfaces. InInt. Conf. on Climbing
and Walking Robots, Paris, France, September 2002.

[158] Christian Ridderström. Stability of statically balanced stances for legged
robots with compliance. InInt. Conf. on Robotics and Automation, Wash-
ington DC, USA, 2002.

[159] Christian Ridderström and Johan Ingvast. Combining control design tools —
from modeling to implementation. InInt. Conf. on Robotics and Automation,
pages 1327–1333, 2001.

[160] Christian Ridderström and Johan Ingvast. Quadruped posture control based
on simple force distribution — a notion and a trial. InInt. Conf. on Intelligent
Robots and Systems, pages 2326–2331, 2001.

[161] Robert P. Ringrose.Self-Stabilizing Running. PhD thesis, Massachusetts Inst.
of Technology, February 1997.

[162] L. Roussel, C. Canudas de Wit, and A. Goswami. Generation of energy op-
timal complete gait cycles for biped robots. InInt. Conf. on Robotics and
Automation, pages 2036–2041, 1998.

[163] U. Saranli, W. J. Schwind, and D. E. Koditschek. Towardthe control of a
multi-jointed, monoped runner. InInt. Conf. on Robotics and Automation,
volume 3, pages 2676–2682, 1998.

[164] Josef Schmitz, Thomas Kindermann, Michael Schumm, and Holk Cruse.
Simplifying the control of a walking hexapod by exploiting physical prop-
erties. InEuropean Mechatronics Colloquium, Biology and Technologyof
Walking, pages 296–303, 1998.

[165] W. J. Schwind and D. E. Koditschek. Characterization of monoped equi-
librium gaits. In Int. Conf. on Robotics and Automation, volume 3, pages
1986–1992, 1997.

[166] Jana Košecká and Ruzena Bajcsy. Discrete event systems for autonomous
mobile agents.Robotics and Autonomous Systems, 12:187–198, 1994.

[167] Amir Shapiro, Elon Rimon, and Joel W. Burdick. Passiveforce closure and
its computation in compliant-rigid graps. InInt. Conf. on Intelligent Robots
and Systems, pages 1769–1775, 2001.

262



REFERENCES

[168] C. L. Shih, Y. Z. Li, S. Chung, T. T. Lee, and W. A. Gruver.Trajectory syn-
thesis and physical admissibility for a biped robot during the single-support
phase. InInt. Conf. on Robotics and Automation, pages 1646–1652, 1990.

[169] Ching-Long Shih and William A. Gruver. Control of a biped robot in
the double-support phase.IEEE Trans. Systems, Man, and Cybernetics,
22(4):729–735, July 1992.

[170] Ching-Long Shih, William A. Gruver, and Yun Zhu. Fuzzylogic force control
for a biped robot. InIEEE Int. Symposium on Intelligent Control, pages 269–
274, Arlington, Virginia, USA, August 1991.

[171] Ching-Long Shih, Yun Zhu, and William A. Gruver. Optimization of the
biped robot trajecotry. InInt. Conf. on Systems, Man and Cybernetics, pages
899–903, 1991.

[172] M. Sobh, J. C. Owen, K. P. Valvanis, and D. Gracani. A subject-indexed bib-
liography of discrete event dynamic systems.IEEE Robotics and Automation
Magazine, 1(2):14–20, 1994.

[173] Shin-Min Song and Yaw-Dong Chen. A free gait algorithmfor quadrupedal
walking machines.J. of Terramechanics, 28(1):33–48, 1991.

[174] Shin-Min Song and Kenneth J. Waldron.Machines that Walk. MIT Press,
Cambridge, MA, 1989.

[175] K. Sorao, T. Murakami, and K. Ohnishi. A unified approach to ZMP and
gravity center control in biped dynamic. InInt. Workshop on Advanced Mo-
tion Control Proc., page 112, 1997.

[176] Stiftelsen för Strategisk Forskning. (Swedish Foundation for Strategic Re-
search). http://www.stratresearch.se. Box 70483, S-107 26
Stockholm, Sweden.

[177] Steve Stitt and Yuan F. Zhen. Distal learning applied to biped robots. InInt.
Conf. on Robotics and Automation, volume 1, pages 137–142, 1994.

[178] A. Takanishi, H. Lim, M. Tsuda, and I. Kato. Realization of dynamic biped
walking stabilized by trunk motion on a sagittally uneven surface. In Int.
Conf. on Intelligent Robots and Systems, pages 323–330, 1990.

[179] The MathWorks Inc. MATLAB, Simulink, xPC Target etc.http://www.
mathworks.com.

263



REFERENCES

[180] D. J. Todd.Walking machines – an introduction to legged robots. Kogan Page
Ltd, London, 1986.

[181] R. Tomovíc. A general theoretical model of creeping displacement.Cyber-
netica, 4, 1961.

[182] Hideyuki Tsukagoshi, Shigeo Hirose, and Kan Yoneda. Maneuvering opera-
tions of a quadruped walking robot on a slope.Advanced Robotics, 11:359–
375, 1997.

[183] C. Tzafestas, M. Guihard, and N. K. M’Sirdi. Two-stageadaptive impedance
control applied to a legged robot. In 3, editor,Int. Conf. on Intelligent Robots
and Systems, pages 173–178, 1995.

[184] Costas S. Tzafestas, Nacer K. M’Sirdi, and N. Manamani. Adaptive
impedance control applied to a pneumatic legged robot.J. of Intelligent and
Robotic Systems, 20:105–129, 1997.

[185] S. Tzafestas, M. Raibert, and C. Tzafestas. Robust sliding-mode control ap-
plied to a 5-link biped robot.J. of Intelligent and Robotic Systems, 15(1):67–
133, 1996.

[186] Logistical vehicle off-road mobility. Fort Eustis, Va.: U.S. Army Transporta-
tion Combat Developments Agency, feb 1967. (Project TCCO 62-5).

[187] A. F. Vakakis, J. W. Burdick, and T. K. Caughey. An interesting strange
attractor in the dynamics of a hopping robot.Int. J. of Robotics Research,
10(6):606–618, December 1991.

[188] O. Vanel and P. Gorce. Adaptive criteria for biped dynamic stability under
external perturbations. InInt. Conf. on Intelligent Robots and Systems, pages
192–199, 1996.

[189] S. T. Venkataraman. A simple legged locomotion gait model. Robotics and
Autonomous Systems, 22:77–85, 1997.

[190] C. Villard, P. Gorce, and J. G. Fontaine. Study of the dynamic behavior of
ralphy. In Int. Conf. on Intelligent Robots and Systems, volume 3, pages
1765–1770, Yokohama, Japan, July 1993.

[191] Claude Villard, Phillipe Gorce, Jean-Guy Fontaine, and Jacques Rabit. RAL-
PHY: A dynamic study of a quadruped robot. InInt. Conf. on Systems, Man
and Cybernetics, pages 106–111, 1993.

264



REFERENCES

[192] G. S. Virk and D. R. Harvey. Dynamically stable legged robots. InCLAWAR
’98 First International Symposium, pages 335–342, 1998.

[193] M. Vukobratovic, A. A. Frank, and D. Juricic. On the stability of biped loco-
motion. IEEE Trans. Biomedical Eng., BME-17(1):25–36, January 1970.

[194] M. Vukobratovic and J. Stepanenko. On the stability ofanthropomorphic
systems.J. Math. Biosciences, 15:1–37, 1972.

[195] M. Vukobratovic and J. Stepanenko. Mathematical models of general anthro-
pomorphic systems.J. Math. Biosciences, 17:191–242, 1973.

[196] Kenneth J. Waldron, Vincent J. Vohnout, Arrie Pery, and Robert B. McGhee.
Configuration of the adaptive suspension vehcile.Int. J. of Robotics Research,
3(2):37–48, 1984.

[197] Lars Wallentin, Kennet Jansson, and Sören Andersson.SLEIPNER3 — A
four legged robot platform. In Kjell Andersson and Jan-Gunnar Persson,
editors,NordDesign ’98, pages 289–297, Stockholm, Sweden, August 1998.

[198] Waterloo Maple Inc. Maple.http://www.maplesoft.com.

[199] H.-J. Weidemann, F. Pfeiffer, and J. Eltze. The six-legged TUM walking
robot. InInt. Conf. on Intelligent Robots and Systems, volume 2, pages 1026–
1033, 1994.

[200] David Wettergreen, Chuck Thorpe, and Red Whittaker. Exploring Mount
Erebus by walking robot.Robotics and Autonomous Systems, 11(3-4):171–
185, December 1993.

[201] D. M. Wilson. Insect walking.Annu. Rev. Entomol, 11:103–121, 1966.

[202] Wolfram Researh Inc. Mathematica.http://www.wolfram.com.

[203] Ho Cheung Wong and D. E. Orin. Control of a quadruped standing jump over
irregular terrain obstacles.Autonomous Robots, 1(2):111–129, 1995.

[204] Jung-Min Yang and Jong-Hwan Kim. A strategy of optimalfault tolerant
gait for the hexapod robot in crab walking. InInt. Conf. on Robotics and
Automation, pages 1695–1700, 1998.

[205] K. Yoneda and S. Hirose. Dynamic and static fusion gaitof a quadruped
walking vehicle on a winding path. InInt. Conf. on Robotics and Automation,
pages 143–148, 1992.

265



REFERENCES

[206] K. Yoneda and S. Hirose. Tumble stability criterion ofintegrated locomotion
and manipulation. InInt. Conf. on Intelligent Robots and Systems, pages
870–876, 1996.

[207] K. Yoneda, H. Iiyama, and S. Hirose. Intermittent trotgait of a quadruped
walking machine. InInt. Conf. on Robotics and Automation, volume 4, pages
3002–3007, 1996.

[208] Kan Yoneda and Shigeo Hirose. Dynamic and static fusion gait of qudruped
walking vehicle on a winding path.Advanced Robotics, 9(2):125–136, 1995.

[209] Kan Yoneda, Hiroyuki Iiyama, and Shigeo Hirose. Sky-Hook suspension
control of quadruped walking vehicle. InInt. Conf. on Robotics and Automa-
tion, pages 999–1004, 1994.

[210] Kan Yoneda, Hiroyuki Ilyama, and Shigeo Hirose. Trot gait of quadruped
walking machine on a rough terrain. InProc. of ROBOMEC’94, pages 389–
392, 1994. in Japanese).

[211] Milos Zefran and Joel W. Burdick. Stabilization of systems with changing
dynamics by means of switching. InInt. Conf. on Robotics and Automation,
pages 1090–1095, 1998.

[212] Garth Zeglin and Ben Brown. Control of a bow leg hoppingrobot. In Int.
Conf. on Robotics and Automation, pages 793–798, 1998.

[213] Teresa Zielinska. Coupled oscillators utilized as gait rhythm generators of a
two-legged walking machine.Biological Cybernetics, 6(2):263–273, March
1996.

266


	Abstract
	Preface
	Notation
	Contents
	List of Figures
	List of Tables
	1. Introduction
	P. I: A study of legged locomotion control
	Introduction to part I
	2. Introduction to legged locomotion
	3. Controller examples
	4. Analysis

	P. II: The walking robot platform WARP1
	Introduction to part II
	5. The walking robot platform WARP1
	6. Mathematical model of WARP1

	P. III: Complex systems and control design
	Introduction to part III
	7. Combining control design tools
	8. Maple/Sophia/MexFcn example

	P. III: Stability of statically balanced robots with compliance
	Introduction to part IV
	9. A statically balanced planar stance on a compliant surface
	10. Extensions — radially symmetric and planar asymmetric stances
	11. Compliance in the control
	12. Summary and discussion

	P. V: Appendices, index and bibliography
	A. Publications and division of work
	B. Special references
	Index
	References


