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Abstract-For the fully autonomous navigation in a 3 
dimensional world, B humanoid robot must be capable of 
stepping up and down staireases and other obstacle where a 
d l ident  large flat surface can support the robot’s feet This 
paper presene metbods for the recognition of stairs and a 
conhol architecture that enable the humanoid robot QRIO to 
safely climb up and down In its environment The approach 
is based on data captured by a s t e m  vision system and 
segmented into planar surfam. From the segmented planes, 
stairs that can he climbed by the robot are extracted nnd 
fed to a control system which decides the action to be taken 
next Experimental rwvlts on a stnircase as well as climbing 
up and down a sill are presented. 

I. INTRODUCTION 

The autonomous navigation of mobile robots is a long 
and well studied topic with numerous publications on the 
subject [3]. The majority of approaches restrict the problem 
to a 2 dimensional world and io many cases a wheeled 
mbot is used as the target platform. 

Recently, the development of legged robots such as 
humanoids robots enable the agent to not only move in a 
2 dimensional world, but to also change its elevation, e.g. 
by changing its posture from sitting or lying to standing, 
or by stepping up and down staircases or flat obstacles. 

In our previous research, we introduced the robot QRIO, 
a small biped humanoid robot for entertainment appli- 
cations (41. QFUO is able to communicate with humans 
verbally, and through visual input and gestures. The robot 
is also able to navigate in a 2 dimensional world by 
recognizing floor and obstacles using sterw vision, and 
to plan collision-free paths [16]. 

While there have been impressive demonstrations of 
biped robots (including QRIO) walking up and down a 
staircase, the executed motions are in many cases pre- 
programmed without any visual feedback. For the fully 
autonomous navigation in the 3 dimensional world, this 
is not acceptable and a robot should be able to recognize 
steps of a staircase or other flat obstacles it can step on. 

In this paper, we present methods enabling QRIO to 
recognize flat surfaces with specific shapes, i.e. stairs, that 
can be exploited by the robot for 3 dimensional navigation. 
Each stair is extracted from stereo data segmented into 
planar regions. Furthermore, a parametrized control system 
is presented, that enables the robot to autonomously climb 
up and down the recognized stairs without taking any 

assumptions about the sue, height, direction ($down) or 
number of stairs. 

This paper is the consequent continuation of our previous 
work presented in [ 5 ] .  While the latter mainly focused 
on precise plane segmentation from range data, the con- 
tribution of this paper is the recognition of stairs from the 
segmented data, and the parametrized control system for 
stair climbing. 

The organization of this paper is as follows. The next 
section gives an overview of QRIO and our architecture for 
stair recognition and climbing. Section IlJ briefly describes 
OUT method of plane segmentation from stereo data. The 
recognition of stairs is presented in Section N, followed 
by the motion control system in Section V. Section VI 
presents experimental results; and related work is discussed 
in Section VD. We conclude in Section WI. 

11. SYSTEM OVERVIEW 

QRIO (see Fig. 1) is small biped humanoid robot with 
38 degrees of freedom. A real-time body-stabilizing system 
enables the robot to walk on inclined and irregular terrain 
adaptively, and to re-stabilize immediately even when 
external forces affect its balance. Step patterns are gener- 
ated in real-time for realizing various walking behaviors 
ranging from active and stable biped walking to dance 
performances [12]. 

Pig. I .  The small biped ente”ent robot QRIO. 
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For visual perception, QRIO is equipped with a stereo 
camera enabling the robot to sense and understand the 
environment in 3 dimensions. The stereo system consists 
of 2 cameras as the robot's eyes, each with a field of view 
of 47" horizontally and 39" vertically, and a FPGA module 
in the robot's head for stereo processing. Using its stereo 
cameras, QRIO can compute the distance to objects and 
segment data into planar regions. We use this system for 
floor extraction and obstacle detection; and plan collision 
free paths around the obstacles [161. 

In this work, we further utilize this stereo system for 
the recognition of stairs and develop a control system for 
climbing up and down stairs. Fig. 2 shows an overview. 
Stereo data is first segmented into multiple planes from 
which stairs are extracted. The stair information is then 
fed to a stair-climbing module that decides the action to 
be taken next and sends commands to the robot's actuators. 

PI- SUU 
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Fig. 2. Sysam for stair recognition and climbing 

For the convenience of explanation, we introduce a robot 
coordinate system in which data is presented. The origin 
is at the center between the feet with the x-axis going 
forward, the y-axis going left, and the z-axis going up (see 
Fig. 3). When the robot is walking, this coordinate system 
changes in a discrete way, flipping to the side of the foot 
that currently touches the ground. 

Note that usually the origin is placed in one of the two 
feet 1161 which is a useful representation in a footstep 
planning system [I], 1131. Thus, our approach is not a 
footstep planning system, hut a single-step planner where 
the robot can stand on both feet after each step. 

Range data captured by the stereo cameras can be 
transformed into this coordinate system by following the 
kinematic chain from the camera to the foot and adding 
an offset for centering. Due to noise in the encoders 
of the joints or uneven floor, this transformation usually 
introduces an error of up to 2-5" in rotation' and 1-2 cm 
in translation. 

111. PLANE EXTRACTION 
For the safe walking of QRIO, the robot should prefer to 

step on flat and even surfaces while tolerating disturbances 
up to a certain level. By looking for horizontal planar 
regions, we can effectively direct the robot to terrain wbere 
it can walk safely. 

We take the (optimistic) assumption that everything that 
exhibits a flat and even surface can be stepped on by the 
robot given the difference in height to a neighboring flat 
surface doesn't exceed a certain threshold. This is true for 
the floor and objects such as stairs and sills. However. 

'Exp-e~u rwealcd that the hizh mlaimeJ mor is due to a 
calibration problem in one of b e  tilt joints connecting body and bead 

/ I  

Fig. 3. Cwrdinale system used in our approach. 

it might also trap the robot when placing a flexible flat 
object such as a paper box wbere the the robot's weight 
significantly deforms the surface. 

Extracting planar regions from range data is a well- 
studied problem [91. In our obstacle avoidance and path- 
planning system [161 we employed the randomized Hough 
transformation for fitting planes to the stereo data, an 
approach that was first presented by Okada at al. [151. 
While this bas been a successful method for finding the 
ground plane, it turns out that for the precise segmentation 
of multiple planes (e.g. when observing a staircase), the 
method is prone to under segmentation, i.e. several steps 
are merged into one (diagonal) plane. 

One way to improve the Hough transformation approach 
is to only search for planes that are approximately hori- 
zontal. However, this is complicated by the fact that the 
camera-to-robt coordinate transformation is affected by 
noise, thus a sufficiently large angular interval is needed 
that might a150 include the diagonal planes of under- 
segmented results. 

Instead, we employ a variant of the scan-line grouping 
approach by Jiang and Bunke [IO], a method that explicitly 
searches the range data for break points where planes 
intersect. The algorithm first fits line segments to rows (or 
columns) of the stereo image and then performs region 
growing using the line segments as primitives. By refining 
the original line segmentation and region growing approach 
using adaptive thresholds, we could further improve this 
method resulting in a more precise segmentation with less 
under-segmented results. Details about this approach can 
be found in our previous work [51. 

In the plane-segmented data, we search for a horizontal 
plane close to the ground plane as predicted by the kine- 
matic transformation (we use a threshold of about 7" for 
orientation and 2 cm for distance). When found, planes 
and range data are projected to this ground plane. This 
greatly eliminates the errors introduced in the kinematic 
transformation. 

The result of plane segmentation is a set of planes each 
represented by the number and the mean of suppolting 
points, a unit-length normal vector and signed distance to 
the origin (the plane parameters), and a polygon describing 
the boundary. 

Fig. 4 shows a typical result of plane-segmented data 
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Fig. 4. h p l e  of planbsegmentcd d5a e x m t e d  from stereo images. 

provided by our multi-plane segmentation method. The 
intensity of pixels indicate the z-coordinate of points, 
ranging from dark (0 mm) to light (75 mm). Polygons 
around points show the segmentation result. Non-horizontal 
planes are omitted. 

Please note that this data shows a rather good example 
since two steps are fully visible. In many cases the robot 
can observe only one step or only a part of it due to the 
limited field of view of our cameras. Thus, further pm- 
cessing is necessary for merging the results of observations 
over time. This is the task of the stair recognition approach 
described in the next section. 

IV. STAIR RECOGNITION 
From the plane-segmented range data, the recognition of 

stairs is straight-forward. We first introduce our representa- 
tion of sta i rs  and then divide the recognition problem into 
two phases: stair extraction and stair merging. 

A. Stair Representation 
We represent a stair s by a front and a back edge, a 

reference point near the center of the step, a step height, 
and a left and a right margin (see Fig. 5) .  A staircase S = 
{s, . . ,sn} is then a set of stairs. 

Using this data sbllcNre we can model rectangular steps 
and steps of a spiral stair-case. As reference point we 
choose the mean of supporting points from the plane 
segmentation. The z-coordinate of the mean also defines 
the height of the step. The 'width' of the stair at the 
reference point can be computed as the sum of distances 
from the reference point to the front and back edges. Front 
and back edge together with the width define the minimal 
area the robot can step on. The (optional) left and right 
margins define extra space for safety without making any 
particular assumption about their shapes. 

B. Stair Extraction 
Each planar region reported by the multiple-plane extrac- 

tion method that is approximately horizontal is examined 

Ibm 

Front edge 

!Robot 

Fig. 5. Repmscmation of a single stair The m h t  is sssumed to Stand 
appmximateiy in front of the smir. 

as a stair candidate. The first step is to find a front 
and a back edge in the polygon describing the region 
boundary. Usually, however, this boundary contains many 
frinses making it impossible to indicate a front or back 
edge directly (see Fig.4). Therefore, a smoothing of the 
boundary polygon becomes necessary. 

Due to outliers in the stereo data, the range data is 
usually not completely dense, which means the polygon 
reported by plane segmentation does not span the full 
stair. Therefore, we compute a convex polygon containing 
the border and use this as a smoothed boundary. Note 
that this is an optimistic assumption and can cause an 
overestimation of the size of stairs. 

If we assume the robot is approximately standing in front 
of the stairs, we can identify the front and back edge by 
drawing a line from the robot position to the reference 
point. This line intersects the convex polygon at exactly 
two points which lie on the front and the back edge. 
Furthermore, a left and right margin can be computed by 
projecting all vertices onto front and back lines and taking 
the minimum and maximum coordinates on the lines. 

After extracting a stair, we verify that its size is large 
enough for QRIO to step on. We discard stairs, if the length 
of one of the two edges is less than a threshold (15 cm), or 
the width falls below a minimum value (7 cm). This still 
includes stairs that are smaller than the robot's footprint 
(16 cm x 10.5 cm). 

For the plane segmented data of Fig. 4 our stair recog- 
nition approach produces the result shown in Fig. 6. From 
the four planes, three were classified as stairs. The width 
of the lowest plane did not exceed the threshold, thus it 
was not recognized as a valid stair. Note that the topmost 
stair was only partially recognized since its back end is out 
of the field of view. In order to obtain a more complete 
recognition result, we therefore develop a stair merging 
approach in the next paragraph. 

C. Stair Merging 
In general, a single observation might not give enough 

information about a stair. Over- and under-segmented re- 
sults can discard large portions of a step or completely 
discard it. In particular, when searching for stairs by swing- 
ing the robot's head, information from several time frames 
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Fig. 6. Result of extracting stairs from the data shown in Fig. 4. 
Hanzonral solid lines refer to the fmnt and hack edge of stairs while 
thin Lines indicae thc margins. 

need to be integrated in order to get a more comprehensive 
model of the environment. 

We maintain a set S of stairs initialized as the empty set. 
Each time a new set 0 of stairs is observed, it is merged 
to S by computing the union of both sets and repeatedly 
merging and replacing pairs of overlapping stairs until no 
more pairs can he found. Fig. I outlines the algorithm. 

Checking for an overlap is performed by verifying that 
the heights of the stairs are similar and that there is 
a sufficiently large intersection of the 2D shapes. The 
merging of two stairs computes the smallest quadrangle 
enclosing both stairs and adjusts the margins accordingly. 

We note that our merging approach is (again) optimistic 
and can produce over-sized models of stairs. Therefore, it 
is important in the plane segmentation and stair extrac- 
tion steps to rather reject dubious results than allowing 
over-optimistic estimations. Furthermore, the integration 
of observations is only feasible as long as the coordinate 

Initialize: 

For each set 0 of extracted stairs do: 
S t 0  

s c s u o  
do 

change t false 
for all ( s , t )  E S x S ,  s # t do 

if merlap(s, t) then 
S t S U {merge(s, t ) }  
change t true 
exit loop 

endif 
endfor 

while chanoe 

Fig. 7. Algorithm for merging stairs 

transformation between different time frames are precisely 
known. We therefore, reset the set S of stairs to the empty 
set, whenever the robot is performing a step. 

V. ROBOT MOTION CONTROL 

Stair climbing is implemented as a 6nite state machine 

. Search look down and swing head for gathering 3D 
range information. 
Align: Move to a preset position in front of the first 
stair and rotate in order to align with the stair. . Approach walk directly in front of the first stair. 
Climb step up or down based on the observed data 
from stair recognition. After stepping, look down for 
finding new steps. Repeat until no more steps can be 
found. 
Finish: walk towards a safe area on top (or bottom) 
of stairs and switch back to normal operation. 

Ow motion control for stair climbing is parametrized 
using the variables shown in Fig. 8. We maintain two sets 
of these parameters, one for stepping up and one for down. 
Details about the individual variables are described in the 
different paragraphs below. 

Throughout all states of our FSA, the robot examines the 
height (i.e. z-value) of all steps in the set of stairs. If the 
height 2 of one stair falls into the thresholds s t epminz  < 
z < s t epmaxz  of a parameter set then this stair together 
with the corresponding parameters are used for further 
computations. If there are multiple matches, the step closest 
to the robot is taken. 

This approach allows the robot to decide autonomously 
whether it has to ascend or descend a stair and excludes 
steps whose height is out of the limitations of the robot. 

A. Search and Align 
When swinging the head in the search phase, stair 

information is integrated over time by ow stair merging 
approach described in the previous section. This enables 
the robot to virtually enlarge its field of view. 

The robot then computes a point with distance 
aligndistance in front of the Erst step, walks towards it, 
and upon arrival rotates for aligning with the found step. 

(FSA) composed of the following states: 

X 

ront-x 

J align-distance 

Fig. 8. P m e u i m i o n  of stair-climbing. See text far explanation. 
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B. Appmaching prsr Step 

Before approaching the first step, the robot changes its 
poslure such that it observes the ground in front of the 
step. This ensures that the multi-plane extractor can detect 
the ground plane which eliminates errors introduced by 
the kinematic transformation (see Sec. IIr) and provides a 
better height estimate for the l in t  stair. 

The robot then moves into an upright position and walks 
in front of the first step based on the estimated distance and 
the approach3 parameter. The position of the approached 
stair is shifted according to the executed motion and the 
stair is memorized for later evaluation. 

C. Climb 

The input to the climb state of our FSA is the memorized 
stair of either the approach state or a previous execution 
of the climb state. Memorizing the last stair is necessary 
as the robot is unable observe the immediate next step due 
to kinematic limitations in the used control mode. 

The robot first moves its head down for observing 
subsequent stairs. Let’s denote the memorized step by 
step1 and the next subsequent one, if found, by stepz. 
By examining the height of step2 relative to step1 we can 
also choose a corresponding parameter set for stepz. This 
allows, for example, to step on a sill whose width is smaller 
than the robot’s foot sole. 

Before climbing stepl, the robot verifies that it can 
actually step onto it. For this the following conditions have 
to be met (see Fig. 9): 

the front edge of stepl must be close enough and the 
robot be aligned to it, 
sufficient space on the left and right of stepl exists 
for stepping up or down (including margins), 
both feet can be placed such that f r a t z  and backz 
are within given Limits of the parameter sets (a 
preferred value for backz should be chosen when 
possible). For f r a t z  the parameter set of stepl ,  
for backz the one of step2 is taken. 

1 7  step2 (If avmlable) 12 

If all of conditions are met, QRIO steps up or down stepl .  
If step2 was found prior to climbing stepl ,  its pose is 
projected according to the executed motion and used as the 
memorized step in the next execution of the climb state. 
Otherwise, the robot reached the top or bot”  of the stairs 
and proceeds to the finish state. 

D. Finish 
After successful climbing the stairs, the robot walks 

towards the center of the current stair. We let the robot 
celebrate its success by lifting its arms. From here, the 
robot can proceed using its normal operation. 

VI. RESULTS 
The system described in this paper has been imple- 

mented and verified on QRIO using the parameter sets 
listed in Table I. All modules are running on the robot’s on- 
board CPU, a MIPS R.5000 processor clocked at 400MHz. 
Stereo data (88x72 pixels) is provided at 12.5 fps. The total 
processing time for plane segmentation, stair recognition, 
and motion control is less than 30 ms, enabling the system 
to perform at full frame rate while still leaving resources 
to other system components. 

Fig. 10 shows several snapshots of QRIO climbing up a 
staircase of 4 stairs. Facb stair if of size 33 cm x 12 cm with 
a height of 3 cm. The top stair is of size 32 cm x 33 cm. 
Initially the position of the stairs is unknown to QRIO. The 
only assumption made is that the robot is approximately in 
front of it. The robot searches the stairs for about 5 sec, 
aligns with the first step (5 sec), approaches it (5 sec), and 
climbs all four steps (24 sec). It then moves to the center 
of the top stair (5 sec). As can be seen from the figures, 
QRIO is able to successfully climb up the staircase only 
by using its stereo cameras for visual input. The geomevy 
of stairs as well as their number are all estimated from 
the data provided by the multi-plane extractor. In the same 
way, QRIO can descend the staircase (see Fig. 11). 

For verifying that the robot can take advantage of its 
autonomous recognition of stair transitions, we tested the 
system on a single stair where the robot has to step up 
and down the stair. This situation is common in household 
environments where rooms are often separated by a sill at 
the door. In order to make QRIO able to walk from one 
room to another, it has to climb over such a stair. 

Fig. 12 shows the situation when QRIO steps onto the 
sill. The width of the sill is 9 cm, 1.5 cm smaller than 

stepmaxz 50mm -15mm 
aliydistance 1 W m m  50” 

a p p z h z  -15 mm 15 mm 
f iontdimi l  -25 mm 15 mm 
backzbmil -5 mm 25 mm I backJciesircd -15 mm I5 mm 

TABLE 1 
PARAMETERS USED ON QRlO FOR STAIR CLIMBING 

Fig. 9. Climbing up or down B stair. 
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Rg. 10. QRIO climbing up a stlircase: (a) search, (b) approach. (c-j) ascend, (k) on top 

Fig. 11. QRIO climbing down a staircase: (a) search, (b) appmach. (c-j) descend (k) at bottom. 

Fig. 12. QRIO stepping up on a sill Fig. 13. QUO stepping down on a basin 

the foot sire. Using our parametrized climbing approach, 
QRIO is able to step up and down the stair. 

We further verified the situation where QRIO would 
have to step down on a stair and up again (a quadrangular 
shaped basin with flat surface). Unless the width of the 
basin exceeds a certain threshold, the robot refuses to step 
down on it. Fig. 13 shows a situation with a basin of size 
13 cm (2.5 cm larger than the foot size) where QRIO was 
able to proceed. 

VII. RELATED WORK 

Autonomous stair climbing has been a subject for many 
years. Early work concentrated on purely mechanical ap- 
proaches, e.g. vehicles or wheelchairs that can climb up or 

down staircases without any input to infer about the size 
or shape of stairs [191. 

For a legged robot, it is possible to develop a special leg 
design that enables the robot to climb stain without visual 
feedback. One such example is the six-legged robot RNex 
as presented by Mmre et al. 1141. 

Detecting the horizontal edges of stairs can be realized 
using monocular vision. This allows a robot driven by 
caterpillar to align itself with the found edges and move 
up and down stairs [71, [IS]. 

Recognition of stair-cases by monocular vision has also 
been investigated by Se and Brady [17]. They use texture 
detection for finding distant stairs and edge detection when 
a staircase is closer. Using an n priori model they can also 
estimate the orientation and slope of the stairs. 
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If a complete a priori model of a staircase is given, stairs 
can be localized by extracting image features and matching 
them to the model. This approach enables Honda's Asimo 
to autonomously and continuously walk up and down stairs 
[61, [81. The robot has been further equipped with sensors 
in its feet for detecting the foot position on a stair. This 
enables the estimation of the robot's stride length which 
can be used for adjusting future foot positions. Ill]. 

A different model-based approach is taken by Cupec et 
al. [Z], where objects with vertical and horizontal edges 
are extracted from monocular vision. By combining the 
edge extraction results, box-like obstacles and a staircase 
are recognized. Only objects near the ground plane are 
considered, thus it is questionable if a larger staircase could 
be recognized correctly. 

Okada et al. were the 6rst who presented stair-climbing 
for a humanoid robot using plane-segmented data from a 
stereo vision system. In their work, the robot was able to 
climb up one step only. For a staircase composed of several 
steps, it is unclear if their plane segment finder is able to 
precisely segment the planes. 

The problem of motion planning for a humanoid robot in 
3D is addressed by Chestnun er al. [l]. They also address 
the case of stair climbing and develop a complete footstep 
planning system. However, their results are limited to a 
simulated world. 

VIII. CONCLUSION 
In this paper, we presented the autonomous stair climb- 

ing of a humanoid robot based on stereo vision. Mul- 
tiple planes are extracted from range data from which 
in tum stairs are recognized and integrated over time. 
Stair climbing is performed by using WO parameter sets 
depending whether the next step indicates an ascending 
or a descending step. A state machine enables QRIO to 
autonomously walk up and down a staircase or to walk 
over a sill. In principle any np and down of stairs can be 
handled by the approach. 

The approach does not take any assumption about the 
size, height, or number of stairs. The only limitations are 
that stairs exhibit enough texture to ensure stereo data is 
dense, and that stairs have a quadrangular surface. To the 
best of the authors knowledge, this is  the first approach that 
enables a humanoid robot to autonomously climb up and 
down a multiple of stairs without the need of an a priori 
model of the staircase. 

Currently, our system does not take into account foot 
pad force sensors for verifying the position of feet on the 
stairs. Adding this information could improve the reliability 
of your system significantly. 

In the future we will enlarge the field of view of 
our vision system such that the robot can easily observe 
several stairs, investigate the continuous climbing of stairs, 
and integrate the stair climbing approach into a full 3D 
navigation system. 
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