
V i s i o n  for M o b i l e  R o b o t  Loca l i za t ion  in U r b a n  E n v i r o n m e n t s  

Atanas  Georgiev,  Pe te r  K. Allen * 

Computer Science Department, Columbia University, New York, NY, USA 

A b s t r a c t  

This paper addresses the problem of mobile robot lo- 
calization in urban environments. Typically, GPS 
is the preferred sensor for outdoor operation. How- 
ever, using GPS-only localization methods leads to 
significant performance degradation in urban areas 
where tall nearby structures obstruct the clear view of 
the satellites. In our work, we use vision-based tech- 
niques to supplement GPS and odometry and provide 
accurate localization. The vision system identifies 
prominent linear features in the scene and matches 
them with a reduced model of nearby buildings, yield- 
ing improved pose estimation of the robot. 

1 I n t r o d u c t i o n  

The problem of accurate localization is fundamental 
to mobile robotics. A mobile robot's ability to cor- 
rectly estimate its current pose is essential to its suc- 
cessful autonomous operation. Without a good sense 
of position and orientation, key navigation tasks, 
such as path planning and motion control, are im- 
possible to perform and inevitably result in the robot 
getting lost. On a higher level, applications, such as 
environmental modeling, surveying, or transporta-  
tion, will produce unusable or even undesired results. 

A very popular way to address the problem of out- 
door localization is by using GPS. GPS-based sys- 
terns are attractive because they provide very accu- 
rate global location measurements and are becom- 
ing affordable. Using GPS in urban areas, how- 
ever, poses a significant challenge. Tall buildings in 
the vicinity tend to obstruct the clear view of the 
sky. The signals of fewer satellites reach the receiver 
which results in unstable or even no estimates at all. 
The signal-to-noise ratio could be at tenuated by trees 
or large structures standing in the way. Very difficult 
to deal with are signal reflections and the multipath 
phenomenon. 

Our experience confirms the observations above. We 
built an urban site modeling robot, called A VENUE, 
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which localizes itself by using GPS and odome- 
try [2, 9]. Our tests showed that  while it performed 
well in open areas, GPS failed to provide accurate 
positioning at many locations, such as between tall 
buildings. The conclusion was that ,  although GPS 
is very useful, it alone can not provide adequate cov- 
erage in a highly-urbanized area. Additional sensors 
are needed. 

We have now expanded our system with vision. As 
we have seen, GPS performs well in open areas; it 
is around buildings where it fails. The knowledge 
of having buildings in the vicinity allows us to ex- 
ploit their typical characteristics, such as horizontal 
and vertical principal directions and abundance of 
parallel lines. These features are easily captured by 
a camera and their linear nature facilitates the dif- 
ficult and computationally expensive task of image 
processing. 

In this paper, we address the limitations of a pure 
GPS-based localization system. Our focus here is 
on improving the overall performance in areas where 
GPS fails. The proposed method consists of the 
integration of GPS and odometry with vision, and 
the utilization of a simple and compact model of the 
working environment. After a brief discussion of the 
related work in the next section, our method is de- 
scribed in detail and experimental results are pre- 
sented. 

2 R e l a t e d  W o r k  

GPS is typically used in combination with inertial 
sensors and proper filtering techniques. A good ex- 
ample of this strategy with a focus on fault detection 
has been shown by Sukkarieh et al [16]. Another typ- 
ical example is the autonomous mower built by Aono 
et al [3] whose accuracy the authors estimate to be 
0 .2m based on accurate GPS data and simulating 
noise with standard deviation of I m .  

Various methods for camera pose estimation have 
been adapted to robot localization. Some of them 
make assumptions about the environment that  are 
not easily met outdoors (e.g. constant illumina- 
tion). Appearance-based methods need extensive 



training sets and huge storage requirements [12, 17]. 
Others require closely following previously traversed 
paths [19]. A good systematic approach to recover- 
ing the relative poses of multiple cameras in urban 
environments can be found in [1]. 

Despite the strong interest in the use of GPS and 
cameras for mobile robot localization, there does not 
seem to be much work on the integration of these two 
sensors. Kotani et al built a system using GPS, vi- 
sion, and a fiber optic gyro for localization [10], how- 
ever, they use GPS to only establish the initial pose 
of the robot. Chen and Shibasaki have also observed 
the problems with using GPS in urban sites and have 
addressed them by supplementing GPS with addi- 
tional sensors, including a camera [5]. In addition, 
their solution requires the availability of a compre- 
hensive geodetic information system. 

Various other approaches to mobile robot localiza- 
tion have been proposed and are being investigated. 
Among them are the idea of simultaneous localiza- 
tion and map building [4, 7, 11, 18], the probabilistic 
approaches [13, 18], and Monte Carlo localization [6]. 

An advantage of our approach is that  it makes se- 
lective use of the camera and, thus, avoids wasting 
precious CPU power on image processing when GPS 
and odometry perform well on their own. Further, it 
does not require modifications of the working envi- 
ronment. It uses a simple environmental model that  
is already available by the site-modeling application 
it coexists with. This provides opportunities to ac- 
tively seek the best portion of the environment to 
image and process. 

3 O v e r v i e w  o f  t h e  m e t h o d  

The work presented here is a part of A V E N U E  1 - -  a 

large project to produce an automated system for 
3D geometric and photometric modeling of urban 
sites [2]. Our hardware platform is an ATRV-2 robot 
equipped with a number of sensors, including a real- 
time kinematic GPS, a color CCD camera mounted 
on a pan-tilt unit, and a laser range finder (Figure 1). 

The robot's task is to go to desired locations and 
acquire 3D range scans and images of selected build- 
ings. The locations are determined by our view plan- 
ning system and are used by the path planning sys- 
tern to compute a good trajectory which the robot 
then follows [2]. When the robot arrives at a cho- 
sen location, it acquires the requested scans and ira- 
ages and hands them over to the 3D modeling system 
which registers them and incorporates them into the 
model of the site [14, 15]. After that ,  the view plan- 
ning system determines what portions of the site are 

1AVENUE stands for Autonomous Vehicle for Exploration 
and Navigation in Urban Environments 

_Figure 1" Mobile robot for  automated site modeling 

not yet modeled and decides upon the next best data 
acquisition location. The process starts from a cer- 
tain location and gradually expands the area it has 
covered until a complete model of the site is obtained. 

In order to follow the desired trajectories and po- 
sition itself accurately at the target locations, the 
robot needs to have a precise estimate of its pose at 
all times. As stated in the introduction, the com- 
bination of odometry and high-accuracy GPS works 
sufficiently well in open areas. Thus, we need to em- 
ploy image-based pose estimation only in proximity 
of buildings. This also means that  we can use the 
buildings specifically, their abundance of linear 
features as cues to our visual localization. Fur- 
ther, our camera is better suited for localization than 
our scanner because of the scanner's slow acquisition 
speed (15-20 min), the amount of data it returns (1 
milion points), and the lack of control due to a closed 
proprietary interface. 

Given the above considerations, the robot uses GPS 
and odometry most of the time since they both pro- 
vide frequent updates and require minimal computa- 
tional power. Their estimates are tagged with a con- 
fidence factor of their accuracy based on the discrep- 
ancies between their readings and the plant model 
of the robot's motion [9]. If this confidence is suf- 



ficiently high, we accept the result and bypass the 
image processing step, thus saving time and compu- 
tational resources. Otherwise, we are likely close to a 
building that  is causing the degraded GPS accuracy 
and we at tempt our image-based pose estimation al- 
gorithm. 

4 V i s u a l  P o s e  E s t i m a t i o n  

Our visual pose estimation is based on matching an 
image of a building taken by the camera with a model 
of that  building. The model consists of linear seg- 
ments which are both abundant in a typical urban 
landscape and easy to detect and process using 2-D 
image operators. We use a separate model for each 
building's facade and store all models in a data base. 
A view of the models of our test area is shown in 
Figure 4. 

We should point out that  the models we use for local- 
ization are not the detailed full-featured models that  
are ultimately built by AVENUE but ones that  are of 
very low complexity and are easy to create from rela- 
tively few key measurements, even manuallly. In our 
case, we are also able to obtain reduced-complexity 
models from available full-featured ones. 

When visual pose estimation is attempted, we still 
have a rough estimate of the robot's location from 
recent accurate GPS data and odometry. We use 
this rough estimate to search our data base for the 
best model to use. Models outside of the working 
range ( 1 0 -  30rn) or viewed at a very low angle (< 
30 deg) are eliminated from consideration. The rest 
are sorted by their euclidian distance and the closest 
one is picked. Then, we turn the camera toward that  
building's facade and take a snapshot. 

At this stage, we have an image of the facade and 
a model of it and we need to determine the pose of 
the robot. Since the pose of the camera is tracked 
by a pan-tilt unit rigidly affixed to the robot, if we 
find the pose of the camera, we can easily derive the 
pose of the robot. Thus our focus in this section is 
the computation of the camera pose. 

We do this by using matching features, specifically, 
linear segments in the image and the model. The 3D 
linear features are explicitly represented in the model 
so the first step is to find their 2D counterparts. We 
apply a Canny edge detector to locate edge pixels 
and then use the incremental line fitting technique 
to connect them in straight line segments. Only the 
longest few of the line segments are retained. 

The difficulty in the next step comes from the well- 
known data association problem. We need to cor- 
rectly match a subset of the edge segments from the 
image with the 3D line segments that  we have in 
our model. A brute-force approach is not feasible 
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_Figure 2: Error metric used for pose estimation 

because of its extreme computational requirements. 
Instead, we have adapted the RANSAC paradigm 
which has proven very efficient in solving matching 
problems [8]. 

The basic idea is to solve the pose estimation 
problem a number of times using randomly chosen 
matches between a minimum number of 2D and 3D 
line segments. In our case we pick four pairs and 
compute an estimate for the camera pose. This is 
done by minimizing an error function that  quantifies 
the displacement of a 3D line segment from the plane 
passing through the center of projection of the cam- 
era and its matching 2D edge segment [14]. Specifi- 
cally, if N / i s  the normal of the plane formed by the 
i-th edge segment and the camera center of projec- 
tion, and R and T are the rotation and translation 
that  align the world coordinate system with the one 
of the camera, then 

di,j -(Ni'(R(Pj,1)-~-T))2-~-(Ni'(R(Pj,2)+T)) 2 (1) 

gives us the sum of squared distances of the end 
points Pj,1 and Pj,2 of the j - th  3D line segment to 
that  plane (Figure 2). The error function that  we 
minimize is the sum of di,j for the four matching 
pairs. 

Next, we need to determine the consensus set, i.e. all 
matching pairs of 2D edge segments from the image 
and 3D line segments from the model that  agree with 
the computed pose. To do this, we need a proximity 
measure that  tells us how "close" a 3D line segment 
and a 2D edge segment are from the perspective of 
the current camera pose. Using the metric in equa- 
tion 1 here is not a good idea because it only mea- 
sures how well the 2D line and its 3D match are 
aligned. Two line segments can be perfectly aligned 
(collinear) but still far apart in the direction of their 
orientation. We use the computed R and T to project 
all 3D lines on the image and perform the matching 
in 2D space. The metric that  we use is the sum 
of squared distances from each end of the projected 
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_Figure 3: Distance metric used for matching. 
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F i g u r e  ~" Our 3-D models used for localization shown 
on a 2-D map of the test area. 

2D edge to the closest point on the 3D line segment 
projection (as opposed to the infinite line). That is, 
if we have an edge line li with end points Q i,1 and 
Qi,2 and the projection of a 3D line segment, sj, the 
metric is 

di,j = dist(Qi,1, sj)2 + dist(Qi,2, sj)2 (2) 

where dis t (Q,  s) is the distance from the point Q to 
the closest point P on the line segment (Figure 3). 

When the 2D line edge does not extend much past 
the 3D line's projection (Figure 3, top), this metric is 
the same as the "alignment" metric above. However, 
when the two lines are mostly collinear but far from 
each other (Figure 3, bottom), the metric will return 
a reasonably high distance. 

For each 3D line segment on the model, we search in 
a neighborhood of its projection on the image for 2D 
edges and compute their distance according to this 
metric. The 2D edge with the smallest distance is 
taken to be the match, if that  distance is less than a 
threshold. If no such 2D edge is found, then the 3D 
line segment is assumed to have no match. 

The consensus set consists of all matches found. If it 
contains all but very few lines from the model (which 
might be occluded or simply not detected) and the 
total error is less than a threshold, we have found a 
good pose candidate. A sanity check is done whether 
this new pose is within the expected error from the 
estimate of the other sensors and, if it is, the new 
pose is accepted and the random sampling process 
is terminated. Otherwise, we continue with the next 
sample until a good match is found or a certain num- 
ber of iterations are performed. 

In a typical RANSAC implementation, a certain 
probability of success is decided upon and then the 
number of required iterations is computed to guar- 
antee success with that  probability. However, this 
can only be done if the probability for a given match 
being correct is known. In our case, this is extremely 

difficult to estimate, especially when anomalies like 
occlusions and misdetections need to be considered. 
Instead of relying on an imprecise heuristic for the 
number of iterations, we run the process for an allot- 
ted amount of time and if no good solution is found 
within this period, the robot repeats the process a 
little farther along its route with a new set of ira- 
ages. 

5 E x p e r i m e n t s  

To test the accuracy of our method, we performed 
two kinds of tests: one that  compares the result for 
each test location with ground t ruth data, and an- 
other, that  compares the two results the algorithm 
produced on two different images taken from the 
same location. 

In both kinds of tests, we wanted to measure the 
quality of the location estimation alone and mini- 
mize the interference from inaccuracies in the model. 
Thus we took care to create accurate models of the 
buildings we imaged by scanning their prominent fea- 
tures with a high-quality electronic theodolite with 
nominal accuracy of 2 ram.  The features we modeled 
were windows, ledges and decorations all com- 
monly found and abundant in urban structures and 
easy to find using 2D image operators (Fig. 4). 

We drove the robot to a number of locations in our 
test area and at each location we took an image with 
the robot's camera of a modeled face of a nearby 
building. We chose locations at which we have pre- 
viously had problems receiving stable GPS data. A 
sketch of the test area with the test locations and 
directions in which the images were taken is shown 
in Figure 5. 

The first test consisted of 6 images taken at loca- 
tions 1 through 5 (two images were taken at location 
5). The input and the output of the localization sys- 
tern for each run are illustrated in Figures 6 and 7 
(top). The left image in each pair shows the model 
used projected onto the image using the initial in- 
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F i g u r e  5: A map of the area where the experiments 

were conducted showing camera locations and orienta- 

tions. 

accurate estimate of the camera pose (that comes 
from GPS, odometry, or as a guess). The image to 
the right shows the model projected on the image 
after the camera pose was computed. In all cases 
the alignment of the model and the image is very ac- 
curate. The resulting errors in translation for these 
six runs were 0.306, 0.148, 0.369, 0.186, 0.147, and 
0.211rn respectively. The distance to the buildings 
were 1 0 - 3 0  m. These errors are comparable to what  
many accurate GPS systems provide in practice and 
are acceptable for our kind of outdoor mobile robot 
application. 

The purpose of the second test was to confirm that  
the algorithm does not generate contradictory results 
when used on different facades from the same loca- 
tion. We took a pair of images of two faces of the 
same building at locations 5 and 6 by simply panning 
and tilting the camera. We processed both pairs of 
images with their corresponding models (Figure 7) 
and the errors in translation were 0.064 and 0.290 rn 

again within reasonable expectations for mobile 
robot navigation. 

In these tests, we focused primarily on the accuracy 
of the location estimates and not so much on the 
orientation. This is partially because it is difficult 
to obtain reliable ground t ru th  for the orientation. 
It is obvious, however, from the resulting alignment 
of model and image shown in the figures, that  the 
camera orientation was recovered correctly and more 
than adequately for robot navigation. 

6 S u m m a r y  a n d  F u t u r e  W o r k  

We have described our approach to mobile robot 
localization in outdoor urban environments. This 
method is a part  of a larger project aiming the au- 
tomat ion of the process of building accurate photo- 
realistic and geometrically correct models of urban 
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F i g u r e  6: Pose estimation at locations 1 through ~" 

Each pair shows the model projected on the image using 

the initial pose of the camera (left), and the resulting pose 

of the camera (right) for the corresponding test location. 

sites. The system depends on GPS and computer 
vision to compensate for the long-term unreliabil- 
ity of the robot odometry. Our image-based solu- 
tion makes use of data  and assumptions that  are al- 
ready present in the context for which the entire too- 
bile robot application is designed. No environmental 
modifications are necessary. A simple database of 
models of building faces is available that  allows us 
to actively decide where to point the camera when 
taking an image. 

Currently, our system works with a single "best" 
building's face even if a number of alternatives exist. 
We are extending it to use all visible modeled build- 
ings in the vicinity in a single pose estimation step. 
The matching part  extends trivially, except that  we 
need to take care to match lines in an image with 
ones in the corresponding model only. The consen- 
sus set will consist of all matching segments across 
all image-model pairs. Optimizing across multiple 
images/models will result in higher accuracies and 
improved reliability. 



_Figure 7: Initial and final alignments in the pose estimation tests with a pair of images taken from the same location. 

An interes t ing research direct ion tha t  we would like 
to pursue  is an improved in tegra t ion  of GPS,  odom- 
etry, and  vision. Pose es t imates  from vision are typ- [9] 
ically not  isotropic and it can be beneficial to utilize 
wha tever  app rox ima te  es t imates  are available from 
other  sensors. This  is very i m p o r t a n t  in s i tuat ions  
when GPS produces  inaccura te  but  usable data .  [10] 
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