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Abstract — Most of the autonomous and assisted 

navigation systems for road-like environments, relying 
simply on road perception, require lane or track extraction 
in order to allow safe motion. The problem may be tackled 
by extracting the road ground plane, using texture 
continuity, or by extracting the lane delimiting lines, or a 
combination of both. This paper devises basic tools to 
develop a robust technique to correctly extract road lines in 
real time when navigating in variable conditions. The 
approach deals simply with border road line detection 
without line tracking. The proposed technique uses image 
perspective correction for geometric reliability and simple 
statistical descriptors to validate line candidates. The simple 
descriptors are used for fast computation. The method was 
successful when applied to indoor robots on road-like 
competitions, but also proved to be valid for real roads using 
images from an ordinary camcorder. 

I. INTRODUCTION 
utomatic road perception and navigation in real 
conditions has been a concern for scientists and 

researchers, for the utopia of designing autonomous robots 
and systems, but also for the sake of safety and human 
assistance in car driving in variable situations. The 
extraction of road and lane limits poses variable 
challenges ranging from very well delimited tracks, with 
high contrast lines, up to poorly defined contours of the 
pathway in rural and similar environments. 

Being complex, the problem must be decomposed, and 
robust tools and algorithms must be devised first for the 
simplest cases and then evolve to more demanding tasks. 
Also, vision based tools appear currently as the best 
passive sensing systems and are assumed in this paper as 
the sole perception mechanisms aboard the moving 
vehicles. Even the apparently simple high-way road with 
clear delimiting lines turns out challenging when spurious 
lines appear in the image or lighting conditions vary 
abruptly. 

The concern of the authors for this problem arose when 
solving a smaller scale problem in the robot competition 
named Festival Nacional de Robótica, the Portuguese 
Robotics Open [1][2], in the autonomous driving 
challenge (Figure 1). Within the ATLAS project [3][4], 
carried out at the Department of Mechanical Engineering 
at the University of Aveiro, Portugal, some robots for road 
navigation have been successfully developed since 2003, 
which were able to surpass all the competition challenges 
in an indoor environment. The methods for lane extraction 
have relied on line and track detection and are now tested 
on real roads. 

The remainder of the paper presents a brief state of the 
art in road detection, and then details are given on the 
method proposed, first in the image preprocessing and, 
further on, line candidates extraction followed by their 

validation using simple statistical descriptors. Results on 
the outdoor real road images are given at the end before 
conclusions and future perspectives. 
 

  
Figure 1 - Autonomous Driving Competition road-like challenge and two 
robots of the ATLAS project that solved the challenges. 

II. STATE OF THE ART 
Nowadays, when activities in intelligent transportation 

system (ITS) are developed, most researchers decide that 
the system must be able to cope with real infrastructures 
conceived for human intervention instead of costly 
alternatives to adapt roads and related environments to 
ease the system tasks. Therefore, only small portions of 
the network can be modified, especially where public 
transportations with predefined routes make their way, 
“An ad hoc structuring of the environment can only be 
considered for a reduced subset of the road network, e.g. 
for building a fully automated highway in which only 
automatic vehicles, public or private, can drive”, [5]. As a 
result, the short term implementation of Intelligent 
Transportation Systems will probably reside in the form of 
hybrid control (both manual and automatic/semi-
automatic). It is common to mount on nowadays ITS 
several Radar, Laser, GPS and Vision sensors dedicated to 
the task of perceiving the environment. This trend, despite 
being more developed nowadays, often involves the usage 
of active sensors, which may pose a problem regarding the 
widespread use of such technologies due to sensor 
interference. Also, the current cost of these sensors and 
the usage of several per vehicle may prohibit its use on 
consumer products. 

Hence, passive sensors have natural advantages, 
considering cost and widespread use. Passive sensors, in 
this context, usually correspond to vision-based sensors. 
Nowadays, vision-based sensors acquire data typically at 
30 to 60 Hz, which is sufficient for ITS applications. Also, 
considering that it is estimated that humans acquire 90% 
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of the information required for driving visually [5], and 
that current roads and signalization configuration will 
probably linger, vision-based sensing assumes a vital role 
in the development of ITS. 

Several approaches have been attempted in order to 
solve the problem of extracting the road using visual 
information only. There are two separate threads in what 
road detection is concerned. Road may be detected based 
on road color uniformity, or delimiting lines can be 
sought.  

Some authors try to explore morphological operators in 
order to extract the road or lines. Liu et. al. make use of 
Canny and Sobel operators to remove shadows from the 
image [6], while Zhang et. al. employ Hough Transforms 
to perform line detection [7]. Some others authors utilize 
neural networks. Pomerleau uses neural networks that 
process a low resolution image of a particular area of the 
road and classify the image according to its similarity to 
several hypothetical models of road curvature [8]. The low 
resolution image is extracted from a trapezium, which is 
vertically positioned according to the current vehicle’s 
speed. The horizontal size of the trapezium is decided on 
top of perspective transformation considerations, so that 
particular region of the image can be remapped to a top 
view of the road. 

Foedisch et. al. [9][10][11] also use neural networks to 
label the image’s pixels as “road” or “not road” based on 
their color similarity to some example pixels taken from 
sub-windows of the image where road is most likely to be. 
The positioning of such windows is, obviously, critical to 
the system’s performance. For each analyzed pixel, the 
neural network’s inputs are the pixels RGB color (down-
sampled) and the pixels position in the image. 

In Italy, Bertozzi and Broggi also use perspective 
transformation to obtain a bird’s eye view of the road. It is 
performed because “The perspective effect associates 
different meanings to different image pixels, depending on 
their position in the image (…). Conversely, after the 
removal of the perspective effect, each pixel represents the 
same portion of the road, allowing a homogeneous 
distribution of the information among all image pixels” 
[12]. Road lines are afterwards detected on the 
transformed image, searching for quasi-vertical bright 
lines of constant width whose pixels are brighter than their 
neighbors. But perspective inversion may not be needed, 
as prove the works of other authors, such as Kim [13]. 

In more recent years, authors have made use of state of 
the art techniques like directional filters, namely Gabor 
filters. The convolution with these filters extracts several 
trends of macroscopic features which are then 
accumulated for different directions [14]. 

Intel’s cooperation with Stanford University has also 
resulted in some road navigation state of the art 
techniques. A laser scanner, registered with the camera, is 
employed to define a polygon that is sure to comprise the 
nearby road. The color of the pixels inside that polygon is 
then used as a seed for learning and modeling clusters of 
road-colored pixels [15] [16]. 

In the scope of the DIPLODOC project, Lombardi et. 

al. [17] have developed a model switching architecture 
that uses pixel color to find the most similar model from a 
finite database. 

The Department of Systems Engineering of the 
Australian National University has been studying the 
whole concept of Drivers Assistance Systems (DAS) 
[18][19]. Regarding road segmentation, they have several 
different algorithms, i.e., lane tracking, lane keeping, 
obstacle detection and tracking, gaze monitoring, and 
others. These algorithms obviously work better in 
particular conditions, while others fail to do so. Because 
of this, Zelinski et. al. have developed a visual cue 
processing framework they called Distillation, whose 
purpose is to distribute processing time to various visual 
cues based on the likelihood of each making a more 
feasible decision. Distillation also integrates the several 
visual cues and “(…) is able to distill the contributions of 
various visual cues and test hypotheses into an overall best 
estimate of the state space distribution” [18]. These 
authors have noted that the integration of several 
algorithms clearly enhances the robustness of the DAS, 
since “the system benefited greatly from the cue fusion 
and particle filtering technologies used and was shown to 
perform robustly in a number of situations that are often 
difficult for lane trackers”.  

Recently, the automobile industry has started to use 
Lane Departure Warning System (LDWS) as a safety 
system aboard the trucks and high-end cars, and several 
cases are based in vision (some use infrared sensors). This 
interest of the industry claims for more and more robust 
techniques to extract lane limits, in particular road border 
lines. Adverse conditions such as weather, shadows, light 
variations, occlusions and other causes demand robust 
techniques. 

III. IMAGE PRE-PROCESSING 
In this work, a road border line extraction methodology 

is proposed in order to provide a fast and robust detector. 
The idea for now is not to perform tracking, but instead 
catch lines under variable conditions to trigger some other 
tracking process either from the start of operation or when 
the tracking system diverges. 

In this particular analysis, the input normal view road 
image (NVI) undergoes a perspective transformation. This 
transformation generates a new image in a different axis 
system, placed purposely so that the new transformed 
image is a bird’s eye view of the road, i.e., the bird view 
image (BVI). A perspective transformation engine has 
been previously developed by the authors [20]. It makes 
use of a Denavit-Hartenberg kinematics chain description 
along with a classic chessboard calibration of the camera’s 
intrinsic parameters to obtain accurate camera registration. 
Figure 2 displays an NVI and its corresponding BVI. 
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Figure 2 – Normal view image (NVI) and corresponding perspective 
corrected image (BVI). 

After the perspective transformation takes place, the 
resulting image is a sparse image with information not 
uniformly distributed. Because this is a problem for 
common image processing algorithms, the sparse image is 
then interpolated. More details are discussed on [20]. 
Based on several optimizations, the perspective 
transformation engine is able to project a 320x240 RBG 
image and interpolate it in less than 15 milliseconds on a 
1.8GHz Dual Core Machine. This enables real time 
processing of the BVI. 

Though quite specific, the problem of road recognition 
for autonomous driving/driver assistance purposes is not 
trivial. Most well known researchers refer several issues 
that hamper visual recognition of the road: changes in 
illumination due to shadows, entrance or exit from tunnels 
[5][8][9][10], camera calibration when perspective 
transformations are employed [12], and also solar glare 
[8][18]. All these problems are frequent when working in 
the field. In the current proposal, to extract pixels brighter 
than their contiguous neighbors, a gray level 
morphological top hat operation is performed, as 
described in (1), where the ‘○’ operator stands for the 
morphological opening (erosion followed by dilation) 

 ( ) ( )( )( , ) max min
BB

TopHat A B A A B A A= − = −  (1) 

The top hat operation enables the extraction of the lines 
in demanding illumination conditions, such as shadows, 
for example. The size of the structuring element B was 
defined considering that the BVI represents accurate 
geometrical information: B was made circular with a 
radius a bit larger than the road line typical width; a 10-
pixel diameter disk was used. 

IV. BRIGHTNESS PROFILE GENERATION 
In order to start looking for road line candidates in the 

top hat brightness image, and admitting that the road lies 
ahead and intersects the bottom of the image, a brightness 
profile is defined along a line as illustrated in Figure 3 
with a thicker colored line. This line was named the scan 
line (SL) and its position is obtained by searching for the 
first information available for every BVI’s column, using 

a bottom up search in the gray level original BVI. 

 
Figure 3 – Result of a top hat operation on bird view image. The red full 
line represents the scan line positioning. 

Still reporting to the scan line, a further vertical 
displacement is imposed so that the scanning occurs in an 
area slightly above (10 pixels) the limit of image valid 
information. This small offset was established to avoid 
possible abrupt gradient transients near the edge of the 
non-void area, which is typical in perspective corrected 
images. 

The SL has been used to extract an intensity profile in 
the top hat image. This signal is then clustered into several 
groups after the definition of a maximum gradient value. It 
is worth mentioning that the top hat image was not 
immediately thresholded into binary in order to preserve 
gray level information as long as possible. Therefore, the 
top hat extracted intensity profile histogram has been 
stretched to the [0, 255] interval, and a given limit was 
considered for group clustering (Figure 4). 

 
Figure 4 – Brightness profile of the scan line represented in Figure 3. 

At the end of this stage, the several clustered groups are 
filtered to check whether their average brightness is higher 
than their left and right neighbors. If not, the groups are 
discarded. Also, a filter for the maximum number of pixels 
per group is applied, excluding groups whose size is 
considerably bigger than the lines expected width. Again, 
using the BVI made the definition of this limit easier since 
line widths have a fairly constant relation with the real 
lines. 

V. CANDIDATE LINE RECONSTRUCTION AND ANALYSIS 
Section IV showed how, departing from the SL, several 

groups of distinctive pixels can be extracted. Additional 
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filtering based on size and brightness peak criteria output 
a set of several Candidate Groups. Each group represents a 
possible intersection of a road line with the SL. The 
middle point of each group is then employed as a seed 
point to a flood fill operation, reconstructing the candidate 
line from that point. By doing so, one assumes that pixels 
belonging to road lines are similar in brightness. The fill 
operation may be performed either on the grayscale or on 
the top hat versions of the BVI.  

Each candidate line corresponds to a boolean image of 
the same size as BVI, although additional performance 
optimization has been implemented making use of regions 
of interest. The images of the candidate lines go trough a 
search routine that finds several relevant points on the line 
candidate. The search routine consists of finding, for a set 
of equally vertically spaced attempts, the coordinate of the 
first white pixel that is found on a right to left scan (Figure 
5). The output of this procedure is a vector of points that 
are on the right border of the line. Then the segment 
defined by each two consecutive border points is 
calculated and the orientation angles are obtained. The 
vectors normal to those directions (angles) define the line 
orientation trend throughout the image. Finally, for each 
normal vector, a correspondent one-pixel wide line 
segment is defined up to the adequate image limits and its 
intersection with the Boolean mask is computed, 
providing an indication of the line width at each point. 

 
Figure 5 – Line candidate analysis. 

The following definitions formalize several related 
concepts which will be used further for the statistical 
descriptors: the angles of the M normals along a line 
candidate (NA) and the variation (gradient) of those 
angles (GNA) are given in (2) and (3), 
 { }1 2, , , MNA α α α=  (2) 

 { }2 1 3 2 1, , , M MGNA α α α α α α−= − − −  (3) 
where M is the number of normals to be used and the 

angles of the normals are computed simply by a quadrant 
sensitive expression of the type given by (4): 
 ( )1 1arctan ,i i i i iy y x xα + += − − , i=1,…,M (4) 

The two other indicators to be used are the set of line 
widths (LW) near the normal origins, and along their 
direction (as defined earlier), and also the variation 
(gradient) of the line widths (GLW), given respectively by 
(5) and (6). 
 { }1 2, , , MLW w w w=  (5) 

 { }2 1 3 2 1, , , M MGLW w w w w w w−= − − −  (6) 

VI. STATISTICAL DESCRIPTORS GENERATION 
In summary, the process consists of generating several 

groups based on the scan line brightness profile. These 
groups, after being validated by some criteria related to a 
minimum size and distinction from their neighbors (as 
mentioned earlier), provide a seed point for the candidate 
line reconstruction. Finally, the candidate lines are 
analyzed by their width properties and set of normal 
vectors duly calculated. Stated this, the following 
descriptors were defined: 
• Mean value of NA (NAavg): provides and indication of 

the average line orientation in the image; 
• Variance of NA (NAvar): is a measurement of the 

dispersion of the line orientation (how reliable is the 
mean value of the NA); 

• Mean value of GNA (GNAavg): measures how smooth 
the line inclination evolves (indicates line curvature); 

• Variance of GNA (GNAvar): translates how constant 
the variation of line inclination is  (smoothness of 
curvature); 

• Mean value of LW (LWavg): provides and indication of 
the average line width; 

• Variance of LW (LWvar): is a measurement of the 
dispersion of the line width; 

• Mean value of GLW (GLWavg): translates the average 
width evolution; 

• Variance of GLW (GLWvar): indicates how constant 
the line width variation is; 

Figure 6 shows one of the candidate lines of the image 
in Figure 2 along with the statistical descriptors for that 
candidate. 

 
Figure 6 – Analysis of a line candidate (a fake line in the image) 

After all this information is generated, the statistical 
descriptors of each candidate line are tested to see whether 
the line is compliant with the predefined intervals for each 
descriptor. These intervals are, up to now, defined 
manually. Their tuning is intuitive because the BVI 
involves real world related parameters. For example, the 
setting of the maximum and minimum average width is 
directly related to the road lines width. 

In order to ensure robustness, more scan lines can be 
used generating more scan lines. The usage of multiple 
scan lines is able to handle partial line occlusion. 

VII. RESULTS 
This line detection technique has been originally 

developed for the ATLAS robots which compete annually 
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in the Portuguese Robotics Open in the Autonomous 
Driving Competition, which, combined with the 
perspective transformation engine, allowed the ATLAS 
robots to detect the road lines more than 95% of the times 
at over 15 Hz. Because the results applied in the indoor 
robot competition were so satisfactory, the authors have 
decided to try out the algorithm on images of real 
highways. The line detector works very well in extracting 
the lines from the perspective corrected image. Lines 
detected as such are marked with a green color in the 
images. On the other hand, red overlay areas are masks 
that have not been filtered through the scan line brightness 
profile. However, the information derived from the 
statistical descriptors has discarded these line candidates. 
Figure 7 shows the output of the lane detector for Figure 
2’s image. Notice that the top of the road separator, 
projected onto the BVI, is actually a bright elongated 
object very similar to a road line. Nonetheless, it is 
discarded in this case due to a non compliant line average 
width LWavg. 

 
Figure 7 – Line detection output for Figure 2’s image. The leftmost 
candidate was discarded due to exceeding line average width. 

In Figure 8, line detection was performed using 3 SL. 
The usage of multiple scan lines increases the robustness 
of the system since it gives the system several chances to 
detect lines that may be interrupted by occlusion in some 
part of their length. 

 

 
Figure 8 –.Line detection output detects the lines up to 100 meters. 

In the case of Figure 9, the right road line is occluded 
by a vehicle. Nonetheless, the algorithm reconstructs the 
line where the occlusion ends, due to the usage of multiple 

SL. 

 

 
Figure 9 –Line detection on a busy highway. Right line is detected 
because of the usage of several scan lines. 

It is also important to note that all these lines were 
detected using the same parameters, i.e., top hat operation 
radius, flood fill propagation tolerance and statistical 
descriptors intervals. No particular tuning for each image 
was executed. 

Tests for the following results were executed on 45 road 
images taken randomly from a footage taken along a road 
travel of around 200 kilometers. The detector displays a 
hit rate of 76.1%, and a false alarm of 32.6%, considering 
a true detection as a full or partial line detection. These 
results were obtained by comparing the detector’s output 
to manually labeled images. As seen in the images, the 
detector does not always identify the full line length. Due 
to some inaccuracy in the perspective correction related to 
the fact that the camcorder’s position was not clearly 
established, regions that are far away tend to be less well 
defined. Even though, the detector was able to capture an 
average of 115 meters per detected line. The operator 
doing manual labeling is able to identify circa 125 meters 
per line. Overall, the algorithm was able to extract about 
69.8% of the total length of lines in the 45 images. 

VIII. CONCLUSIONS 
There are several research teams doing intensive 

research in ITS and autonomous driving systems which 
interests automotive industry, especially due to safety 
concerns. Nowadays, trends in autonomous navigation, 
shaped particularly by the competitors of the DARPA 
challenge, still employ a varied collection of sensors, 
namely vision, GPS and range finders; therefore, using 
vision alone still is part of ongoing research. Many 
different techniques have already been employed due to 
the diversity of problems and some assumptions are made 
concerning road properties. Computational power is still 
an issue when developing more complex ITS applications, 
not only because of the demanded processing rates, but 
also because some of the described algorithms are quite 
demanding.  

The line detector introduced in this paper makes use of 
several assumptions. The first, required for perspective 
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transformation, assumes the road as flat. This assumption 
is correct most of the times. The highway images 
displayed were, at the time, taken without any 
measurement of the cameras position and orientation. 
Hence, perspective transformation is not entirely accurate 
and so the input images are of low quality and also of 
small resolution. Still, the algorithm shows a reasonable 
detection rate and a low false alarm rate. One of the 
advantages of this algorithm is the straightforwardness of 
setting the statistical descriptors. They are directly related 
to road lines characteristics in the real world. Also, the 
algorithm has shown real time performance in an ordinary 
1.8GHz Dual Core Laptop, taking the ATLAS robot to a 
leading position in track detection in the indoor 
autonomous driving competition. 

It must be reminded that the algorithm for line 
extraction is making decisions based on snapshots only, 
i.e., neither history nor prediction are, for the moment, 
employed. The authors are quite confident that after 
introducing some kind of predictive filtering and line 
tracking techniques would greatly improve the systems’ 
performance. The presented technique is a contribution to 
the framework of ITS, namely in autonomy, assisted 
navigation and safety at reduced costs. 
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