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## Preface

Visual servoing is a mature robot control technique using vision in feedback control loops. Though the first systems date back to the late 1970s and early 1980s, it is not until the mid 1990s that there is a sharp increase in publications and working systems, due to the availability of fast and affordable vision processing systems.

Since the last workshops, tutorials, and invited sessions to focus on this topic in the most important robotics conferences throughout the world (ICRA 94, 96, 98; IROS'97; AAAI'00; ECCV'00; CIRA'01), significant advances have been achieved, driven by improvements of technology (sensor and computation) and the underlying theories of image segmentation, geometry, motion and control.

This workshop presents advanced theoretical and implementation issues in this field, with a selection of papers by the most prominent researchers in the community. Innovative control algorithms based on virtual fixtures, insect strategies, the human brain, or hybrid dynamical systems, as well as robust vision processing techniques are extensively discussed. Simulations and real experiments illustrate the presented approaches.

The article by Greg Hager outlines a theory of compliant virtual fixtures, and presents its application to vision-guided assistance, within the framework of humanmachine cooperative manipulation. Visual servoing algorithms are converted into control algorithms that provide such visual fixtures. A preliminary implementation on the JHU Steady Hand Robot system is shown, in the domain of minimally invasive microsurgical tasks.

Though manipulator applications have historically lead the field, visual servoing for mobile robots is finding a niche with innovative developments. A visual homing control method for nonholonomic vehicles is presented in the article by Usher, Corke and Ridley. The method stresses the similarities between insect-based strategies and visual servoing. Experimental results using an outdoor mobile platform equipped with an omnidirectional camera illustrate the approach.

The lack of truly operational systems is characteristic in visual servoing. The need for a robust, flexible vision system hinders its application in domestic environments. This problem is discussed in the article by Kragic and Christensen, focusing on achieving robustness for manipulating a variety of objects in a living room setting. A different approach to increase stability is presented in the paper by Hutchinson and Gans. It relies on the use of hybrid dynamical systems, consisting of a set of continuous subsystems and a switching rule. A high-level decision maker selects from two low-level visual servo controllers, with promising simulation and experimental results.

New control architectures aim to solve the limitations of classical visual servoing approaches. The article by Hashimoto, Namiki and Ishikawa presents one such architecture based on the human brain motor control: it is a hierarchical parallel processing architecture, based on the hierarchical efferent / afferent interaction model for human visuo-motor control system. The task domain involves a dynamically moving object, grasped and handled by a manipulator equipped with a dexterous hand and a high speed vision system.

Finally, the article by Barreto, Martin and Horaud explores the benefits of enhancing
the field of view with central catadioptric cameras, resulting in a new visual robot control concept where tracking and control are embedded together. The catadioptric Jacobian matrix is studied, showing that no additional singularities are introduced with respect to the traditional pinhole camera model.

We would like to thank the authors for producing such high-quality contributions in quite a short time. They deserve the credits for this successful event and our gratitude for eagerly contributing to disseminate their most advanced research work.

Special thanks to Profs. Rüdiger Dillmann and Dario Floreano, IROS 2002 Workshop chairs, for their helpful support. And finally, we would like to thank IEEE, RSJ and EPFL for hosting this workshop in the framework of the IROS conference.

Nicolas Andreff
Enric Cervera
Franois Chaumette
Philippe Martinet
Lausanne, Switzerland
September 2002

## Further information

- This workshop is organized in the area of EURON (http://www.euron.org). Since the beginning of 2002, there exists a European Scientific Interest Group on Visual Servoing (http://www.robot.uji.es/EURON/visualservoing/).
- In September 2002, a Summer School on Visual Servoing was organized in Benicàssim, Spain (http://www.robot.uji.es/EURON/visualservoing/summerschool/).


# Human-Machine Cooperative Manipulation With Vision-Based Motion Constraints 

Gregory D. Hager<br>Department of Computer Science<br>Johns Hopkins University<br>Baltimore, MD 21218


#### Abstract

This paper discusses a class of control algorithms that provide enhanced physical dexterity by imposing passive motion constraints. Such motion constraints are often referred to as virtual fixtures. It is shown that algorithms originally designed for vision-based control of manipulators can be easily converted into control algorithms that provide virtual fixtures. As a result it is possible to create advanced human-machine cooperative manipulation systems that take complete advantage of information provided by vision, yet permit the user to retain control of essential aspects of a given task.


## 1 Introduction

Much of "classical" robotics has focused on creating machines that are autonomous. However, such endeavors are fundamentally limited by our ability to create machines that can perceive, judge, and react to unforeseen (or sometimes foreseen!) circumstances in the world. To this day, there are still few situations, other than rote, open-loop manipulation, where robotics have even begun to compete with humans, in this regard.

At the other extreme, teleoperation tends to focus on providing a high-performance, high-fidelity operator interface to a machine. In many ways, this is a natural marriage, as the human now controls a machine that may be more accurate, reliable, or powerful than the human operator. However, while the machine is clearly amplifying some level of human skill, it does so at the cost of attenuating others. In particular, teleoperation systems do not have an underlying representation of the intent of the operator. As a result, it is not possible to adapt or modify the interface to enhance those skills that are most germain to the task at hand.
Our group in the Center for Computer Integrated Surgical Systems (CISST) has been working to create surgical systems that improve both the speed and
precision of medical interventions. Our goal is to create mechanisms that are neither autonomous, nor purely passive. Rather, our intent is to create mechanisms that selectively provide cooperative assistance to a surgeon, while allowing the surgeon to retain ultimate control of the procedure.

In our recent work, we have focused on developing assistance methods for microsurgery. Here, the extreme challenges of physical scale accentuate the need for dexterity enhancement, but the unstructured nature of the tasks dictates that the human be directly "in the loop." For example, retinal vein cannulation [25] involves the insertion of a needle of approx. 20-50 microns in diameter into the lumen of a retinal vein (typically 100 microns in diameter or less $)^{1}$. At these scales, tactile feedback is practically non-existent, and depth perception is limited to what can be seen through a stereo surgical microscope. In short, such a procedure is at the limit of what is humanly possible in conventional surgical practice.

Given the scale of operation, the most obvious need is to increase the precision of human motion, ideally without slowing or limiting the surgeon. In recent work $[16,17,15]$, we have begun to develop assistant methods that are based on manipulating the apparent compliance of tools simultaneously held by both the surgeon and a robot. Intuitively, if a tool is extremely stiff, then it is easier to achieve high precision of motion, and to remove tremor. Conversely, a low stiffness makes it possible to perform large-scale "transport" motions.

Although they increase absolute precision, purely isotropic compliances cannot take advantage of natural task constraints to provide structured assistance. For example, when placing a needle into the lumen of a blood vessel, the natural mode of assistance would be to stabilize the needle in the lateral directions, but

[^0]permit relatively free, quasi-static positioning along the needle axis.
In this paper, we specifically focus on the use of anisotropic compliances as a means of assistance. In previous work we have related these anisotropic compliances to the notion of virtual fixtures [18, 22]. Virtual fixtures, like the real thing, provide a surface that confines and/or guides motion. We initially describe how virtual fixtures can be produced as a generalization of previous work in [1, 2, 20], and then turn to the problem of deriving vision-based virtual fixtures. Through example, we show how visual servoing algorithms for one camera [3] and two camera $[7,8]$ systems can be translated into virtual fixtures. As a result, much of the previous literature on visual servoing can be applied to the problem of humanmachine cooperative manipulation.

## 2 Virtual Fixtures

Our work has been motivated by the JHU Steady Hand Robot, and, in particular, the assistance paradigm of direct manipulation it was designed for [15, 16, 24]. Briefly, the JHU Steady Hand robot is a 7 DOF robot equipped with a force sensing handle at the endpoint. Tools are mounted at the endpoint, and "manipulated" by an operator holding the force handle. The robot responds to the applied force, thus implementing a means of direct control for the operator. The robot has been designed to provide micron-scale accuracy, and to be ergonomically appropriate for minimally invasive microsurgical tasks [24].
In this section, we introduce the basic admittance control model used for the Steady Hand Robot, extend this control to anisotropic compliances, and finally relate anisotropic compliances to an underlying task geometry.

In the remainder of this paper, transpose is denoted by ', scalars are written lowercase in normal face; vectors are lowercase and boldface; and matrices are normal face uppercase.

### 2.1 Virtual Fixtures as a Control Law

In what follows, we model the robot as a purely kinematic Cartesian device with tool tip position $\mathbf{x} \in S E(3)$ and a control input that is endpoint velocity $\mathbf{v}=\dot{\mathbf{x}} \in \Re^{6}$, all expressed in the robot base frame. The robot is guided by applying forces and torques $\mathbf{f} \in \Re^{6}$ on the manipulator handle, likewise expressed in robot base coordinates.
In the Steady-Hand paradigm, the relationship between velocity and motion is derived by considering a "virtual contact" between the robot tool tip and the environment. In most cases, this contact is mod-
eled by a linear viscous friction law

$$
\begin{equation*}
k \mathbf{v}=\mathbf{f} \tag{1}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathbf{v}=\frac{1}{k} \mathbf{f} \tag{2}
\end{equation*}
$$

where $k>0$ controls the stiffness of the contact. In what follows, it will be more convenient to talk in terms of a compliance $c \equiv 1 / k$.
When using (2), the effect is that the manipulator is equally compliant in all directions. Suppose we now replace the single constant $c$ with a diagonal matrix $C$. Making use of $C$ in (2) gives us the freedom to change the compliance of the manipulator in the coordinate directions. For example, setting all but the first two diagonal entries to zero would create a system that permitted motion only in the $x-y$ plane. It is this type of anisotropic compliance that we term a virtual fixture. In the case above, the fixture is "hard, " meaning it permits motion in a subspace of the workspace. If we instead set the first two entries to a large value, and the remaining entries to a small one, the fixture becomes "soft." Now, motion in all directions is allowed, but some directions are easier to move in than others. We refer to the motions with high compliance as preferred directions, and the remaining directions as non-preferred directions.

### 2.2 Virtual Fixtures as Geometric Constraints

While it is clearly possible to continue to extend the notion of virtual fixture purely in terms of compliances, we instead prefer to take a more geometric approach, as suggested in $[1,2]$. We will develop this geometry by specifically identifying the preferred and non-preferred directions of motion at a given time point $t$. To this end, let us assume that we are given a $6 \times n$ time-varying matrix $D=D(t), 0<n<6$. Intuitively, $D$ represents the instantaneous preferred directions of motion. For example, if $n$ is 1 , the preferred direction is along a curve in $\mathrm{SE}(3)$; if $n$ is 2 the preferred directions span a surface; and so forth.

From $D$, we define two projection operators, the span and the kernel of the column space, as

$$
\begin{align*}
\operatorname{Span}(D) & \equiv[D]=D\left(D^{\prime} D\right)^{-1} D^{\prime}  \tag{3}\\
\operatorname{Ker}(D) & \equiv\langle D\rangle=I-[D] \tag{4}
\end{align*}
$$

This formulation assumes that $D$ has full column rank. It will occasionally be useful to deal with cases where the rank of $D$ is lower than the number of columns (in particular, the case when $D=0$ ). For this reason, we will assume [ $\cdot \cdot]$ has been implemented using the pseudo-inverse [23, pp. 142-144] and write

$$
\begin{equation*}
\operatorname{Span}(D) \equiv[D]=D\left(D^{\prime} D\right)^{+} D^{\prime} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Ker}(D) \equiv\langle D\rangle=I-[D] \tag{6}
\end{equation*}
$$

The following properties hold for these operators [23]:

1. symmetry: $[D]=[D]^{\prime}$
2. idempotence: $[D]=[D][D]$
3. scale invariance: $[D]=[k D]$
4. orthogonality: $\langle D\rangle^{\prime}[D]=0$
5. completeness: $\operatorname{rank}(\alpha\langle D\rangle+\beta[D])=n$ where $D$ is $n \times m$ and $\alpha, \beta \neq 0$
6. equivalence of projection: $[\langle D\rangle f] f=\langle D\rangle f$

The above statements remain true if we exchange $\langle D\rangle$ and $[D]$. Finally, it is useful to note the following equivalences:

- $[[D]]=[D]$
- $\langle\langle D\rangle\rangle=[D]$
- $[\langle D\rangle]=\langle[D]\rangle=\langle D\rangle$

Returning to our original problem, consider now decomposing the input force vector, $\mathbf{f}$, into two components

$$
\begin{equation*}
\mathbf{f}_{D} \equiv[D] \mathbf{f} \quad \text { and } \quad \mathbf{f}_{\tau} \equiv \mathbf{f}-\mathbf{f}_{D}=\langle D\rangle \mathbf{f} \tag{7}
\end{equation*}
$$

It follows directly from property 4 that $\mathbf{f}_{D} \cdot \mathbf{f}_{\tau}=0$ and from property 5 that $\mathbf{f}_{D}+\mathbf{f}_{\tau}=\mathbf{f}$ Combining (7) and (2), we can now write

$$
\begin{equation*}
\mathbf{v}=c \mathbf{f}=c\left(\mathbf{f}_{D}+\mathbf{f}_{\tau}\right) \tag{8}
\end{equation*}
$$

Let us now introduce a new compliance $c_{\tau} \in[0,1]$ that attenuates the non-preferred component of the force input. With this we arrive at

$$
\begin{align*}
\mathbf{v} & =c\left(\mathbf{f}_{D}+c_{\tau} \mathbf{f}_{\tau}\right) \\
& =c\left([D]+c_{\tau}\langle D\rangle\right) \mathbf{f} \tag{9}
\end{align*}
$$

Thus, the final control law is in the general form of an admittance control with a time-varying gain matrix determined by $D(t)$. By choosing $c$, we control the overall compliance of the system. Choosing $c_{\tau}$ low imposes the additional constraint that the robot is stiffer in the non-preferred directions of motion. As noted above, we refer to the case of $c_{\tau}=0$ as a hard virtual fixture, since it is not possible to move in any direction other than the preferred direction. All other cases will be referred to as soft virtual fixtures. In the case $c_{\tau}=1$, we have an isotropic compliance as before.

It is also possible to choose $c_{\tau}>1$ and create a virtual fixture where it is easier to move in nonpreferred directions than preferred. In this case, the natural approach would be to switch the role of the preferred and non-preferred directions.

### 2.3 Choosing the Preferred Direction

The development to this point directly supports the following types of guidance:

- Motion in a subspace: suppose we are supplied with a time-varying, continuous function $D=D(t)$. Then applying (9) yields a motion constraint within that subspace.
- Motion to a target pose $\mathbf{x}_{t} \in S E(3)$ : Suppose that we have a control law $\mathbf{u}=f\left(\mathbf{x}, \mathbf{x}_{t}\right)$ such that by setting $\mathbf{v}=\mathbf{u}$,

$$
\lim _{t \rightarrow \infty} \mathbf{x}=\mathbf{x}_{t}
$$

Then by choosing $D=\mathbf{u}$ and applying (9), we create a virtual fixture that guides the user to the given target pose.

These two tasks are, in some sense, at the extremes of guidance. In one case, there is no specific objective to attain; we are merely constraining motion. In the second, the pose of the manipulator is completely constrained by the objective. What of tasks that fall between these two extremes?
To study this problem, let us take a simple, yet illustrative case: the case of maintaining the tool tip within a plane through the origin. For the moment, let us neglect manipulator orientation and consider the problem when controlling just the spatial position of the endpoint. We define the surface as $P(\mathbf{p})=\mathbf{n} \cdot \mathbf{p}=0$ where $\mathbf{n}$ is a unit vector expressed in robot base coordinates.
Based on our previous observations, if the goal was to allow motion parallel to this plane, then, noting that $\mathbf{n}$ is a non-preferred direction in this case, we would define $D=\langle\mathbf{n}\rangle$ and apply (9). However, if the tool tip is not in the plane, then it is necessary to adjust the preferred direction to move the tool tip toward it. Noting that $P(\mathbf{x})$ is the (signed) distance from the plane, we define a new preferred direction as follows:

$$
\begin{equation*}
D_{c}(\mathbf{x})=\left[\left(1-k_{d}\right)\langle\mathbf{n}\rangle \mathbf{f} /\|\mathbf{f}\|-k_{d}[\mathbf{n}] \mathbf{x}\right] \quad 0<k_{d}<1 . \tag{10}
\end{equation*}
$$

The geometry of (10) is as follows. The idea is first produce the projection of the applied force onto the nominal set of preferred directions, in this case $\langle\mathbf{n}\rangle$. At the same time, the location of the tool tip is projected onto the plane normal vector. The convex
combination of the two vectors yields a resultant vector that will return the tool tip to the plane. Choosing the constant $k_{d}$ governs how quickly the tool is moved toward the plane. One minor issue here is that the division by $\|\mathbf{f}\|$ is undefined when no user force is present. Anticipating the use of projection operators, we make use of a scaled version of (10) that does not suffer this problem:

$$
\begin{equation*}
D_{c}(\mathbf{x})=\left(1-k_{d}\right)\langle\mathbf{n}\rangle \mathbf{f}-k_{d}\|\mathbf{f}\|[\mathbf{n}] \mathbf{x} \quad 0<k_{d}<1 . \tag{11}
\end{equation*}
$$

We now apply (9) with $D=D_{c}$.
Noting that the second term could also be written

$$
\|\mathbf{f}\| k_{d} P(\mathbf{x}) \mathbf{n}
$$

it is easy to see that, when the tool tip lies in the plane, the second term vanishes. In this case, it is not hard to show, using the properties of the projection operators, that combining (11) with (9) results in a law equivalent to a pure subspace motion constraint. One potential disadvantage of this law is that when user applied force is zero, there is no virtual fixture as there is no defined preferred direction. Thus, there is a discontinuity at the origin. However, in practice the resolution of any force sensing device is usually well below the numerical resolution of the underlying computational hardware, so the user will never experience this discontinuity.

With this example in place, it is not hard to see its generalization to a broader set of control laws. We first note that another way of expressing this example would be to posit a control law of the form:

$$
\begin{equation*}
\mathbf{u}=-(\mathbf{n} \cdot \mathbf{x}) \mathbf{n}=-[\mathbf{n}] \mathbf{x} \tag{12}
\end{equation*}
$$

and to note that assigning $\mathbf{v}=\mathbf{u}$ would drive the manipulator into the plane. This is, of course, exactly what appears in the second term of (11). If we now generalize this idea, we can state the following informal rule.
General Virtual Fixture Rule: Given:

## 1. A surface $S \subseteq S E(3)$ (the motion objective)

2. A control law $\mathbf{u}=f(\mathbf{x}, S)$ where by setting $\mathbf{v}=$ u,

$$
\lim _{t \rightarrow \infty} \mathbf{x} \in S
$$

(the control law moves the tool tip into $S$ )
3. A rule for computing preferred directions $D=$ $D(t)$ relative to $S$ where $\langle D\rangle \mathbf{u}=0$ iff $\mathbf{u}=0$ (the motion direction is consistent with the control law)
then applying the following choice of preferred direction:

$$
\begin{equation*}
D_{g}(\mathbf{x})=\left(1-k_{d}\right)[D] \mathbf{f}-k_{d}\|\mathbf{f}\|\langle D\rangle \mathbf{u} \quad 0<k_{d}<1 \tag{13}
\end{equation*}
$$

yields a virtual fixture that controls the robot toward $S$ and seeks to maintain user motion within that surface.

Note that a sufficient condition for condition 3 above to be true is that, for all pairs $\mathbf{u}=\mathbf{u}(t)$ and $D=D(t),[D] \mathbf{u}=0$. This follows directly from the properties of projection operators given previously.
To provide a concrete example, consider again the problem of moving the tool tip to a plane through the origin, but let us now add the constraint that the tool $z$ axis should be oriented along the plane normal vector. In this case, $\mathbf{n}$ is a preferred direction of motion (it encodes rotations about the $z$ axis which we don't care about). Let $\mathbf{z}$ denote the vector pointing along the tool $z$ axis and define a control law that is

$$
\mathbf{u}=\left[\begin{array}{c}
-(\mathbf{x} \cdot \mathbf{n}) \mathbf{n}  \tag{14}\\
\mathbf{z} \times \mathbf{n}
\end{array}\right]
$$

It is easy to see that this law moves the robot into the plane, and also simultaneously orients the endeffector $z$ axis to be along the normal to the plane. Now, let

$$
D=D(t)=\left[\begin{array}{cc}
\langle\mathbf{n}\rangle & 0 \\
0 & \mathbf{n}
\end{array}\right]
$$

It follows that $[D]$ is a basis for translation vectors that span the plane, together with rotations about the normal to the plane. Therefore $[D] \mathbf{u}=0$ since (14) produces translations normal to the plane, and rotations about axes that lie in the plane. Thus, the general virtual fixturing rule can be applied.

## 3 Vision-Based Virtual Fixtures

Now, we turn to the problem of providing assistance, where the objective defining the virtual fixture is observed by one or more cameras. To simplify the presentation, in what follows we assume that we have calibrated the camera internal parameters and can therefore work in image normalized coordinates.

### 3.1 Controlling the Viewer: Pure Translation

Let us start with a well-studied problem. We have a camera fixed to the endpoint of the manipulator, and the camera observes a fixed, static environment. Our goal is to control the motion of the end-effector by defining a motion for the camera itself based on information extracted from the camera image.
To keep things simple, consider first the case of pure translation ( $\mathbf{v} \in \Re^{3}$ ) where the camera is aligned
with the robot base frame. In this case, the relationship between the motion of the camera and the image motion of a fixed point in space is given by the well-known image Jacobian relationship [12]:

$$
\begin{equation*}
\dot{\mathbf{h}}=J \mathbf{v} \tag{15}
\end{equation*}
$$

where $\mathbf{h}=(u, v)^{\prime} \in \Re^{2}$ is the image location of a feature point, and $J$ is $2 \times 3$.
It is again well-known $[3,12]$ that the rows of $J$ span the (two-dimensional) space of motions that create feature motion in the image, and therefore $\left\langle J^{\prime}\right\rangle$ is the (one-dimensional) space of motions that leave the point fixed in the image. Consider, thus, creating a virtual fixture by defining

$$
\begin{equation*}
D=J^{\prime} \tag{16}
\end{equation*}
$$

in (9). From the discussion above, it should be clear that this will create a virtual fixture that prefers motion in any direction except along the viewing direction. While it would seem we are done at this point, there is one minor issue: the image Jacobian depends on the depth of the estimated point. However, if we consider the form of the Jacobian in this case, we see it can be written thus:

$$
J=\left[\begin{array}{ccc}
\frac{1}{z} & 0 & \frac{-u}{z}  \tag{17}\\
0 & \frac{1}{z} & \frac{-v}{z}
\end{array}\right]=\frac{1}{z}\left[\begin{array}{ccc}
1 & 0 & -u \\
0 & 1 & -v
\end{array}\right]
$$

As such, we see that the term involving $z$ is a scale factor and, as noted earlier, our projection operators are invariant over scaling of their argument. Thus, we have our first result:

Image plane translation: If we restrict $\mathbf{v}$ to be pure translation and choose an image location $\mathbf{h}=$ $(u, v)^{\prime}$, then implementing (9) using

1. $D=J^{\prime}$ creates a virtual fixture that prefers motion in the plane normal to the viewing direction defined by $\mathbf{h}$ and the camera optical center
2. $D=\left\langle J^{\prime}\right\rangle$ creates a virtual fixture that prefers motion along the viewing direction defined by $\mathbf{h}$ and the camera optical center.

As a special case, choosing $u=v=0$ yields a virtual fixture parallel to the image plane, which, as is obvious from (17), is the camera $x-y$ plane.
It is important to note that the image plane virtual fixtures defined above can be implemented both with and without feedback. That is, if we simply choose
a fixed image location (e.g. the origin), then the camera will always move in a plane orthogonal to the line of sight through the chosen location. On the other hand, if we choose to track a feature over time, then the motion will always be orthogonal to the line of sight to that feature.

The other possibility, with a single feature, is to maintain the visual cue at a specific image location. For example, suppose the goal is to center an observed point $\mathbf{h}$ in the image. Since our objective is at the origin, we can define a control law of the form

$$
\begin{equation*}
\mathbf{u}=-J^{\prime} \mathbf{h} \tag{18}
\end{equation*}
$$

where $J$ is evaluated at the origin. It is possible to show this law will converge for any feature starting and remaining in the image [14]. Furthermore, the preferred directions of motion in this case are $\left\langle J^{\prime}\right\rangle$ and so it follows that $\left\langle\left\langle J^{\prime}\right\rangle\right\rangle \mathbf{u}=-\left[J^{\prime}\right] J^{\prime} \mathbf{h}=0$ only when $\mathbf{h}=0$. Since $\mathbf{u} \neq 0$ when $\mathbf{h} \neq 0$, we can apply the general virtual fixturing rule.

At this point, we can state a useful specialization for the rest of this paper:

General Vision-Based Virtual Fixtures Suppose we are supplied with an error term $\mathbf{e}=\mathbf{e}(\mathbf{x})$. Let $S=\{\mathbf{x} \mid \mathbf{e}(\mathbf{x})=0\}$, let $J=\partial \mathbf{e} / \partial \mathbf{x}$, and define $\mathbf{u}=W J^{\prime} \mathbf{e}$ where $W$ is a symmetric, positive definite matrix of appropriate dimension (e.g. $W=\left(J^{\prime} J\right)^{+}$). Then the general virtual fixture rule can be applied with preferred directions $\left\langle J^{\prime}\right\rangle$ provided $\mathbf{u}$ so computed converges to $S$.

There is an interesting variation on this. Suppose we choose no preferred direction of motion (i.e. $D=0$.) In this case, the first term of (13) disappears and the preferred direction in (9) is simply $\mathbf{u}$. Thus, the result is a virtual fixture that moves the robot to a target position (compare with the rules at the beginning of Section 2.3) and then becomes isotropic. Note, however, that by definition $\mathbf{u}$ is always orthogonal to the line of sight, so the camera prefers to maintain a constant distance to the point during motion.
To press home these points, consider a final problem: to place a specific image location on an observed line, and to facilitate motion along the line. Following the development in [8], suppose we observe a fixed line $1 \in \Re^{3}$, where the three components of 1 can be thought of as the normal vector to the line in the image, and the distance from the origin to the line. This vector is also parallel to the normal vector to the plane formed by the optical axis and the line as it appears in the image plane. We also furnish a distinguished image location $\hat{\mathbf{h}} \in \Re^{3}$, expressed in homogeneous coordinates. We can then define $\mathbf{e}=$ $\hat{\mathbf{h}} \cdot \mathbf{l}$, to be the image-plane distance between the point and the line.

First, we note that the image Jacobian (relative to e) is now simply

$$
L=\mathbf{l}^{\prime}\left[\begin{array}{l}
J \\
0
\end{array}\right] \in \Re^{3}
$$

(note that the $z$ dependence in $L$ is once again a non-issue). As we would now expect, $L$ represents non-preferred directions of motion, as it spans the space of motions that change the distance from the point to the line. As a result, choosing preferred directions as $\left\langle L^{\prime}\right\rangle$ in (9) would prefer camera motion within the plane encoded by 1 .

In order to actually place the designated point onto the line, we note that the control law

$$
\begin{equation*}
\mathbf{u}=L^{\prime} \mathbf{e} \tag{19}
\end{equation*}
$$

will move the feature point $\hat{\mathbf{h}}$ to the observed line [8]. Hence, we apply (13) using $D=\left\langle L^{\prime}\right\rangle$ and $\mathbf{u}$ as defined above - in short, another application of the general vision-based virtual fixture rule.

### 3.2 Controlling the Viewer: General Case

In moving from pure translation to general robot motion, almost nothing changes from the previous section other than increases in dimensionality. In the case of full motion in $S E(3)$, the image Jacobian becomes $2 \times 6$ and has the following general form:

$$
\left[\begin{array}{cccccc}
\frac{1}{z} & 0 & \frac{-u}{z} & \frac{-u v}{1} & \frac{1^{2}+u^{2}}{1} & -v  \tag{20}\\
0 & \frac{1}{z} & \frac{-v}{z} & \frac{-1^{2}-v^{2}}{1} & \frac{u v}{1} & u
\end{array}\right]
$$

As shown in [10], the kernel of the image Jacobian given in (20), is spanned by the four vectors

$$
\left[\begin{array}{l}
u  \tag{21}\\
v \\
1 \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
0 \\
u \\
v \\
1
\end{array}\right]\left[\begin{array}{c}
u v z \\
-\left(u^{2}+1\right) z \\
v z \\
-1 \\
0 \\
u
\end{array}\right]\left[\begin{array}{c}
d z \\
0 \\
-u d z \\
u v \\
-\left(u^{2}+1\right) z \\
u
\end{array}\right]
$$

where $d=\left(u^{2}+v^{2}+1\right)$. As such, we can see that the kernel spans motions that include: 1) motion along the line of sight; 2) rotation about the line of sight; 3) motion on a sphere linking the point with the camera; and, linear combinations thereof. Note that 3) spans two degrees of freedom.
If we reconsider all of the cases of the previous section, we see that by using the full Jacobian, we achieve the same virtual fixtures, albeit in a larger
space of allowed motions. In particular, choosing $D=\langle J\rangle$ now prefers motions on a sphere about the observed point, together with rotation about, and translation along, the line of sight. It is, however, important to note that the distance from the camera to the observed point no longer "drops out" of the system as in the case of pure translation. Therefore, distance must be estimated, for example by using adaptive schemes as outlined in [21].
At this point, we redirect the reader to [3], where it is observed that regulating the motion of the camera through invariants defined on observed features or measures thereof creates a broad family of "virtual linkages" between the camera and the world. In effect applying the constructions as laid out above to these control laws, creates a corresponding family of virtual fixtures. Likewise, more recent "hybrid" approaches to control that seek to produce more reliable converge of visual servoing methods [19] and/or control other properties of the motion of features in the image plane $[4,5]$ can be applied, to the extent that the properties outlined in Section 2.3 are satisfied.

### 3.3 More General Camera Configurations

Until now, we have only considered a single endeffector mounted camera. However, it is important to note that everything we have said above can be applied to the case of a fixed camera observing an independently moving manipulator, with suitable adjustment of the form of the image Jacobian. Furthermore, we note that, for either configuration, observing both the end-effector and the external features defining the task creates an endpoint closedloop control law which has well-known robustness against camera calibration error [7, 8, 11, 12]. Likewise, methods for estimating the image Jacobian online [13] can, in principle, be applied practically without change.
As a final generalization, we could also add a second observing camera. It is well known $[8,12]$ that the relationship between control velocities and changes in observed image errors are expressed by "stacking" the individual image Jacobians for each camera, now expressed in a common coordinate system. Furthermore, the estimate of $z$ (depth) in the Jacobian becomes trivial using triangulation from the two cameras. If we return to our list of examples, the following comments apply:

Pure Translation In the case of feature points and pure translation, the stacked Jacobian matrix spans the entire space of robot motions (except for points along the baseline of the two-camera systems), and therefore it is not possible to define interesting
virtual fixtures other than point targeting.
If we consider the case of following a line, however, then when we stack the two Jacobians as before and apply the general vision-based virtual fixture rule, we arrive at a control law that effectively creates a prismatic joint that permits motion strictly along a line in space.

General Motion For general motion, we see that the "stack" of two Jacobians for feature-point servoing creates a spherical joint: the preferred degrees of freedom are motion on a sphere about the observed point while maintaining direction to the point (two degrees of freedom) and rotation about that line of sight (one degree of freedom). This may, at first, seem counter-intuitive since the stacked Jacobian has 4 rows. However, due to the epipolar constraints of the camera, one of these constraints is redundant and thus the Jacobian spans only three degrees of freedom. If we add a second point, we further reduce the degrees of freedom by two, with the remaining allowed motion being rotation about the line defined by the two observed points. A third observed point completely determines the pose of the observed (or observing) system, and so virtual fixturing once again reduces to motion to a target pose.
In the case of placing a point on a line, the image constraints now create a constraint on two degrees of positional freedom. It is, however, still possible to rotate in any direction (with the constraint that the rotation preserved distance to the observed point) and to move along the line. Placing a second point on the line reduces this to two degrees of freedom (rotation about the line and translation along it).
For a complete categorization of image-plane constructions for two-camera systems, we refer the reader to $[8,6]$.

## 4 Preliminary Tests

A preliminary version of the algorithms described above were implemented on the JHU Steady Hand Robot system (SHR) [16]. Here, we briefly describe the setup, the results, and its relationship to the more general framework given above. More details can be found in [1].
The robot was equipped with a vision sensor rigidly attached to the force-sensing handle on the end effector. We chose to execute two-dimensional tasks parallel to the image plane, which was in turn arranged to be parallel to two of the base stages of the robot. We performed experiments using a CCD camera at the macro scale and a grin lens endoscope at the micro scale. The vision sensor always viewed


Figure 1: The experimental setup of the steady hand robot using virtual fixtures to assist in path following and positioning tasks: left, macro scale; right, micro scale.
the task plane, allowing reading of the motion references and real-time display of task execution (Figure 1). On-screen display of the task execution is useful for operators at the macro scale, and essential at the micro scale, as it would be impossible to complete the task using the naked eye.

The path was furnished to both the system and the user by printing a sine curve ( 35 mm amplitude, 70 mm wavelength, and 0.54 mm width) on the task plane (in black on white paper). At micro scale, it was not possible to print a sufficiently smooth curve, so we instead embedded a wavy human hair (about $80 \mu \mathrm{~m}$ diameter) in glue on a yellow sheet of paper. In the macro case, the camera was positioned 200 mm from the paper, yielding a pixel footprint of 0.066 mm on the working surface. In the micro case, the endoscope was about $150 \mu \mathrm{~m}$ above the working surface, yielding a pixel footprint of about $1 \mu m$ (Figure 2).
The center of the image was graphically marked, and users were instructed to perform path following tasks relative to this mark. The sensor on the handle was used to record user commands. The force sensor resolution is 12.5 mN and force values are expressed as multiples of this base unit.
Visual tracking (XVision system [9]) was used to measure (in real time) the local position and tangent direction, $\mathbf{d}$, to the path. Subpixel interpolation was used to increase the precision of these measurements. The vision and control subsystems executed on two different PCs, and the data exchange was realized over a local network. The control system operated at 100 Hz , using the most recent available data from the vision system and handle force sensor.
In terms of our previous formulation, the marked image location at the image center means that $\mathbf{x}=0$ Further, the workspace is a plane, $\left(\mathbf{x} \in \Re^{2}\right)$. The preferred direction is given by the tangent measurements from the tracking algorithm. Implicitly, the
control law used to position the manipulator on the line is

$$
\begin{equation*}
\mathbf{u}=\mathbf{s}-\mathbf{x}=\mathbf{s} \tag{22}
\end{equation*}
$$

where $s \in \Re^{2}$ is the current location of the visual tracker in the image. Further, $\mathbf{s}$ was constrained to lie along the line through the marked image location, normal to $\mathbf{d}$. Choosing $\mathbf{d}$ as the preferred direction of motion, we see the conditions of the general virtual fixturing rule are satisfied.
This class of virtual fixtures has been tested at both macro and micro scales. Results for a specific user and a wide class of compliances and situations can be found in $[1,2]$. Tests for a larger class of users can be found in [20].

## 5 Conclusion

In this paper, we have outlined a broad theory of compliant virtual fixtures, and have applied that theory to the specific case of vision-guided assistance. Our earlier work suggests that such virtual fixtures can be a useful aid to dextrous manipulation.
In many ways, this paper is intended to point toward interesting further directions to be explored. First and foremost, we have begun to develop a general means for translating control algorithms into virtual fixtures. However, the treatment to this point has not been sufficiently formal to determine when such a translation is possible. In particular, we have not described how to exhibit a set of preferred directions that are consistent with a control input. Further, we have not offered a formal definition of guidance with virtual fixtures that would permit a general theoretical statement of an equivalence between active control and passive virtual fixturing. These remain interesting open problems.
On the practical side all of our experiments with vision-guided virtual fixtures have been within a very specific setup. Numerous issues must be solved before a robust, general implementation of vision-


Figure 2: Endoscope image of the $80 \mu \mathrm{~m}$-diameter human hair used as the path in micro scale experiments.
guided virtual fixtures can be achieved. For example, in our previous work, gain shaping was essential to maintain stability. Similarly, there needs to be careful gain shaping to accommodate the differing scales of forces and torques. More importantly, the ergonomics of this wider class of guidance modes remains to be explored.
Finally, it is important to point out that most virtual fixtures apply in a very limited task context. Thus, it is important to consider how to combine guidance modes in parallel (e.g. a force-based guidance mode along a needle axis combined with a vision-based virtual fixture to position the needle and a positionbased alignment fixture), and to sequence them. Initial work on the latter problem will be reported in a forthcoming paper.
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#### Abstract

In this paper, we extend the planar visual servoing method of Corke [8] to the case of a nonholonomic, carlike vehicle. The control method presented is based on a Lyapunov-like function, such as that presented by Aicardi et al. [12] and also incorporates a hypothesis on the navigation behaviour of the desert ant cataglyphis bicolor. The method allows positioning to a learnt location based on feature bearing angle and range discrepancies between the robot's current view of the environment and that at the learnt location. We present simulations and experimental results, the latter obtained using our outdoor mobile platform which is fitted with, among other sensors, an omnidirectional camera.


## 1 Introduction

The problem we address here is that of stabilising a nonholonomic mobile robot to a specified pose using purely sensor-based strategies. To this end we have drawn inspiration from the more traditional closed-loop control-based approaches, and those taken by researchers interested in the navigational behaviour of insects. In fact, there are vast similarities between these two approaches; here we exploit the advantages of each.

Insects in general display amazing navigation abilities, traversing distances far surpassing the best of our mobile robots on a relative scale. To do this, evolution has provided insects with many 'shortcuts' enabling the achievement of relatively complex tasks with a minimum of resources in terms of processing power and sensors [27]. In particular, the high ground temperatures encountered by the desert ant, cataglyphis bicolor, eliminate pheremones as a potential navigation aid, as is used by ants in cooler climates [19]. The desert ant navigates using a combination of path integration and visual homing.

Visual homing, also known as visual piloting, is the process of matching an agent's current view of a location in a distinctive locale to a (pre-stored) view at some target position, using any discrepancies between the two views to generate a command that drives the agent closer to the target position. The process enables the agent to 'find' positions in distinctive locales. These distinctive locales can then be linked to generate paths through an environment [14, 18], eliminating the need for complex map-like representations,
instead embedding this knowledge in terms of what the agent's sensors can 'see' [17].

There are two classes of visual homing, the image-based and the landmark-based techniques. Image-based homing uses differences in the raw images taken at the current and target locations to derive a homing vector. Landmark-based homing uses salient features extracted from the current and target views to derive a homing vector [29]. Here, we are interested in the landmark-based techniques, and in particular those that do not require uniquely identified landmarks — landmarks are characterised by their range and bearing with respect to a compass direction.

Interesting strides have been made in servoing to a position through the application of hypotheses on insect navigation to the mobile robot case [19, 29, 30]. These strategies utilise the discrepancies between the agent's (robot's) current view of the workspace and a snapshot of the target location. For visual piloting, insects rely on the relative bearing angles between landmarks, and knowledge of an absolute reference direction, such as that provided by the polarisation pattern of sunlight [19,28]. Insects cannot measure range directly due to their fixed focus optics and immobile eyes. However, estimates of range can be achieved through optic flow techniques and by estimating changes in the apparent size of an object [26].

In the control community, the problem of stabilising a mobile robot to a specific pose has generally been approached from two directions; the open loop strategies and the feedback control strategies. Open loop strategies seek to find a bounded sequence of control inputs, driving the vehicle from an initial position to some arbitrary position, usually working in conjunction with a motion planner (e.g. [20,23]). The reactive, feedback control systems use the environment itself for navigation. However, due to the well-known limitations presented by Brockett, there is no smooth, continuous control law which can locally stabilise closed loop nonholonomic systems to a point [4]. These limitations can be overcome by either relaxing the constraints on desired pose (i.e. stabilising to a point without a guarantee on orientation, see e.g. [19, 25, 29, 30]), using discontinuous control techniques (see e.g. [2, 3, 7]), or by using time-varying control (see e.g. [25]).

For the task at hand, we argue the case for the feedback control methods, with vision used as the primary sensor.

These feedback control methods correspond with the insect inspired strategies discussed earlier. Feedback control systems are generally more robust to uncertainty and disturbances as opposed to their open-loop counterparts. All real mobile robots and sensors are subject to noise and uncertainty - feedback control would thus seem essential. However, it is clear that a measure of open loop planning is also usually required in order to prevent deadlock situations from occurring. Here, we are concerned only with the feedback component for the task of servoing to a position and orientation.

Similarities between the insect based strategies and those of the more rigorous control based visual servoing algorithms are abundant. However, when applied to mobile robots, the constraints of Brockett's theorem prevent the insect-based strategies from completely resolving the point stabilisation problem; they can servo to a position but cannot guarantee a particular orientation. In contrast, the control-based strategies are still in their infancy with regard to effective use of vision as a sensor. Both the closed loop control and insect based strategies bear striking similarity to the attractive fields found in artificial potential fields.

The remainder of this paper is arranged as follows: Section 2 details our control method and how we combine a non-linear control method with the insect-based literature; Section 3 describes our experimental system and briefly outlines some preliminary results; Section 4 concludes the paper and presents some directions of future interest.

## 2 Control Strategy

In this section we develop a control strategy which combines a Lyapunov-like formulation with a derivative of the insect inspired Average Landmark Vector model of navigation presented by Lambrinos et al. [19]. First we adapt the Lyapunov-based controller presented by Aicardi et al. [1,2] to a car-like vehicle. We then outline a technique which allows servoing to a pose, based on measurements of the relative distance and orientation to one or more landmarks in a workspace. The technique used has its basis in a model of ant navigation but incorporates some improvements available to our sensor's higher resolution view of the world.

### 2.1 Kinematics

This particular application of visual servoing seeks to relate the bearing angle changes of selected landmarks to vehicle motion through three state equations derived from transforming the Cartesian representation of a car-like vehicle's kinematics into a polar representation. The polar representation is a more 'natural' representation for a vehicle, and corresponds to the space used by the vehicle's sensors. This transformation also allows the limitations of Brockett's theorem to be overcome [12]. Referring to Figure 1, the kinematics in Cartesian space of our experimental vehicle are cart-like and given by:

$$
\begin{align*}
\dot{x} & =v \cos \theta \\
\dot{y} & =v \sin \theta  \tag{1}\\
\dot{\theta} & =v \frac{\tan \phi}{L}
\end{align*}
$$



Figure 1: The coordinate system and conventions used. All angles are measured counter-clockwise positive.
where $v$ is the vehicle's forward velocity (measured at the centre axle of the rear wheels), $L$ is the vehicle's length, $\phi$ is the steering angle, and the point $(x, y)$ refers to the centre of the front axle. In a polar representation, when referring to some target pose as marked in Figure 1, we define several quantities:

- $\delta$ - the desired heading angle to the goal position relative to the goal orientation, $\theta^{*}$.
- $\varphi$ - the desired heading angle to the goal position relative to the vehicle's current heading, $\theta$.
- $e$ - the distance to the goal position.

The angles' $\delta$ and $\varphi$ are related by: $\delta=\left(\theta-\theta^{*}\right)+\varphi$. Hence, in polar coordinates, the kinematic equations become:

$$
\begin{array}{rlc}
\dot{e} & =c & -v \cos \varphi \\
\dot{\varphi} & =\frac{v \sin (\varphi)}{e}-\frac{v \tan \phi}{L}  \tag{2}\\
\dot{\delta} & =\frac{v \sin \varphi}{e}
\end{array}
$$

as $\theta^{*}$ is a constant.
The first of the above equations relates the rate of change of the distance $e$ to the target position, to the vehicle's velocity and the relative orientation of the target position. The second relates the rate of change of the bearing to the target location, relative to the desired orientation $\theta^{*}$, and the vehicle's control inputs ( $v$ and $\phi$ ). The third equation is the basic optic flow equation, relating the rate of change of the target positions absolute orientation to the vehicle's translational velocity.

### 2.2 Lyapunov-like controller

Aicardi et al. [1, 2] presented a method based on a Lyapunov-like formulation enabling a unicycle-like vehicle to stabilise to a pose from anywhere in the workspace.

Our technique builds on this work, adapting it to a car-like vehicle, allowing servoing to a goal position and orientation.

The Lyapunov-like formulation seeks to minimise the 'energy' of the system described by the system's Lyapunov function - this function is minimised at the target pose. The system is driven towards the minimum energy state by ensuring that the derivative of the Lyapunov function is always non-positive. In fact, this has many similarities with the attractive fields used to drive robots towards a goal pose using artificial potential fields (see e.g. [16, 20]). This similarity could be further exploited by also including analogous repulsive components in the Lyapunov function, leading to combined homing and obstacle avoidance.

In order to stabilise the system described by equation 2 to a particular pose, we consider the simplest choice for a candidate Lyapunov function; the positive definite form:

$$
\begin{aligned}
E & =E_{1}+E_{2} \\
& =\frac{1}{2} \lambda e^{2}+\frac{1}{2}\left(\varphi^{2}+k_{3} \delta^{2}\right) \quad \lambda, k_{3}>0
\end{aligned}
$$

Taking the derivative of this function gives:

$$
\begin{aligned}
\dot{E} & =\dot{E}_{1}+\dot{E}_{2} \\
& =\lambda \dot{e} e+\left(\dot{\varphi} \varphi+k_{3} \dot{\delta} \delta\right) \\
& =-\lambda e v \cos \varphi+\left[\varphi\left(\frac{v \sin (\varphi)}{e}-\frac{v \tan \phi}{L}\right)+\delta \frac{v \sin \varphi}{e}\right]
\end{aligned}
$$

The first term can be made non-positive with the following choice for the vehicle's velocity:

$$
\begin{equation*}
v=k_{1} e \cos \varphi \quad k_{1}>0 \tag{3}
\end{equation*}
$$

leading to: $\dot{E}_{1}=-\lambda k_{1} e^{2} \cos ^{2} \varphi$.
The second term can be made non-positive by choosing the arctangent of the vehicle's steering angle to be:

$$
\begin{equation*}
\arctan \phi=\frac{L}{e}\left[\frac{k_{2} \varphi}{k_{1} \cos \varphi}+\frac{\sin \varphi}{\varphi}\left(\varphi+k_{3} \delta\right)\right] \quad k_{2}>0 \tag{4}
\end{equation*}
$$

where the earlier choice for velocity has been substituted. This leads to $\dot{E}_{2}=-k_{2} \varphi^{2}$.

The overall derivative of the Lyapunov function is then:

$$
\dot{E}=-\lambda k_{1} e^{2} \cos ^{2} \varphi-k_{2} \varphi^{2}
$$

which is always non-positive. By invoking LaSalle's invariant set theory, it can be shown that the above system is globally asymptotically stable and converges to $(\varphi, e, \delta)=$ $(0,0,0)$.

The control technique derived above assumes that the distance and angles to the target location can be measured. In the next section, we detail a landmark-based technique which yields this information without explicit knowledge of the robot's pose; sensing is provided by an omnidirectional camera and a compass.

### 2.3 Ant navigation

The desert ant, cataglyphis bicolor, is unable to use pheremones to navigate due to the high ground temperatures found in its habitat. Thus, it relies on a combination of visual piloting and path integration, enabling it to find nest openings of less than a few millimetres after foraging journeys of several hundred metres [19, 31]. Figure 2 shows a particular foraging path such an ant [32]. On this journey, the ant has travelled a round trip distance of over two hundred metres, returning to a nest with an opening of less than 5 mm , equating to a drift rate of less than $0.0025 \%$ in its navigation system. Comparing this to high-end commercial inertial navigation units for land based navigation, which have drift rates of the order $0.1 \%$ of distance travelled [11], demonstrates the effectiveness of this insects navigation system.


Figure 2: An example of the amazing navigation feats of the humble ant. Diagram courtesy www.neuroscience.unizh.ch/e/groups/wehner00.htm, Rudiger Wehner.

Here however, we are interested in the visual piloting component of the ants navigation system. When visual piloting, ants take a rather unprocessed view of the target location and match it with a current view, using the discrepancies to derive a direction of movement. Matching characteristics used are the differences in landmark bearings, apparent size and apparent height [19].

An elegant homing method developed from hypotheses on how these ants might use visual piloting is the Average Landmark Vector model. An ALV for any particular position in the workspace is found by summing unit vectors towards all currently visible landmarks, and dividing by the number of landmarks. By matching the current ALV with a pre-stored ALV of the target location, a homing vector can be formed which drives the agent (robot) towards the target location [19]. In order to consistently add the vectors in the ALV model, an absolute reference direction is required, and, unless apparent size information is incorporated, a minimum of three landmarks is needed.

In mathematical terms, a single landmark vector is defined as:

$$
L_{i}(x)=\frac{x-x_{i}}{\left\|x-x_{i}\right\|}
$$

where $x$ is the current location and $x_{i}$ is the landmark location. Note that $L_{i}(x)$ gives the landmark's orientation relative to the current position $x$; all that is required to measure $L_{i}$ is the absolute bearing of the landmark. The Average Landmark Vector at location x is then given by:

$$
A L V(x)=\frac{1}{n} \sum_{i=1}^{n} L_{i}(x)
$$

where $n$ is the number of landmarks. The ALV at the target location is recorded and designated $A L V_{t}$. Given $A L V_{t}$ and the current Average Landmark Vector, $A L V_{c}$, the homing vector is given by:

$$
H(x)=A L V_{c}-A L V_{t}
$$

The ALV method does not require any knowledge of the robot's location. All that is needed is the target ALV vector, which represents home, and the bearings of the landmarks that can be seen at the current location. Thus, it is a sensorbased strategy. Refer to Figure 3 (a) for an illustration of the ALV method. Figure 3 (b) shows the attractive nature of the ALV method for a workspace with several landmarks, illustrating its similarity to the $e$ and $\varphi$ measures used in the Lyapunov controller.

Consider a workspace of $10 \mathrm{~m} \times 10 \mathrm{~m}$, with the origin defined as the home position, and landmarks placed at $(8,8),(-5,5),(-3,-6),(4,-7)$ and $(3,9)$. We can discretise the workspace and calculate the magnitude and direction of the homing vector at discrete positions in the environment as shown in Figure 4. As a comparison, the actual angle and distance toward home for each position are also shown. Note that although the ALV method gives a fairly close approximation of the angle and (scaled) distance to the goal, there are slight differences in the angle measure. Furthermore, the magnitude of the ALV homing vector is not a monotonic function of the distance to the goal. Figure 5 shows the angle differences between the angles generated by the ALV strategy and the actual angles toward home.

We have found that if we use the homing vector as generated by the ALV strategy to estimate $\delta$ and a scaled version of $e$ as the inputs to the Lyapunov controller of equations 3 and 4, these slight differences lead to the agent obtaining the home position, but with a steady-state error in orientation, even in the highly idealised case of the simulation. The severity of this steady-state error is increased as the landmark arrangement becomes more asymmetric.

### 2.4 Improved ALV

These slight errors led us to investigate improvements to the ALV method. In its original incarnation, the ALV method required the bearings to landmarks only. Range


(a) How the homing vector is calculated.

(b) Homing vector calculated for a particular landmark set at each point in the environment.

Figure 3: The average landmark vector model of insect navigation is shown in (a). Unit vectors towards salient features in the environment are combined to form the average landmark vector at a particular location $\left(A L V_{c}\right.$ in the diagram). $A L V_{c}$ is compared to the average landmark vector at the target location, $A L V_{t}$, to form the homing vector $V_{H}$. Figure (b) shows the attractive nature of the vector for a home position defined at the origin. The homing vector has been calculated at every point in the environment.
information could be incorporated by including landmark apparent size, and slight improvements to its behaviour could be made. However, we have found that by including range information directly, a significant improvement is made and in fact, the distance and angle to the goal are yielded directly.

Mathematically, the improved ALV, or IALV ${ }^{1}$ is derived as follows: the individual landmark vectors are given by their range and direction:

[^1]

Figure 4: Illustration of the homing vectors generated by the ALV method applied at every point in a discretised workspace. Also shown are the actual distances and angles toward home. Note the similarity in the measures.


Figure 5: Angle differences between angles generated by the ALV method and the actual angles toward home. The differences along $y=0$ for positive $x$ are significant, as are the ripples around the home position.

$$
I L_{i}(x)=x-x_{i}
$$

where $x$ is the current location and $x_{i}$ is the landmark location. All that is required to measure $I L_{i}$ is the absolute bearing of the landmark and its range. The IALV at location $x$ is then given by:

$$
\operatorname{IALV}(x)=\frac{1}{n} \sum_{i=1}^{n} I L_{i}(x)
$$

where $n$ is the number of landmarks. The IALV at the target location is recorded and designated $I A L V_{t}$, and as before, given $I A L V_{t}$ and the current Improved Average Landmark Vector, $I A L V_{c}$, the homing vector is given by:

$$
H(x)=I A L V_{c}-I A L V_{t}
$$

An example of the IALV method is shown in Figure 6. In essence, the IALV method is equivalent to finding a position relative to the centroid of the landmarks in the workspace.


Figure 6: Illustration of the the IALV method for two landmarks in a workspace. The IALV's are found by adding the vectors to the individual landmarks, and dividing the resulting vector by the number of landmarks. The home vector is then calculated by subtracting the target IALV from the currently IALV.

Figure 7 shows the magnitude and direction of the IALV homing vector calculated over the discretised workspace, with the accompanying figures indicating the differences between actual values to the goal and those generated by the IALV homing vector.

As with the ALV method, the IALV method is purely sensor-based. Landmark bearings are readily ascertained with an omnidirectional camera. If a flat-earth assumption is made, range information can also be derived from an omnidirectional camera image through the geometry of the camera/mirror optics. Alternatively, optic flow techniques could be used to determine landmark range, as in [5].

Implementations of the ALV method to date have used an omnidirectional camera, restricting the analysed image to a horizontal slice of the environment. Here, we wish to use the whole image and we have found that unwarping of the image is unnecessary.


Figure 7: The improved ALV method applied to the same workspace is Figure 4. Note that this method yields the distance and orientations to the goal location directly.

One of the advantages of the ALV, and hence the IALV method, is that knowledge of a target location is contained within a single quantity. This reduces the need for complex map-like representations of the environment and is well suited for a topological navigation method, (see e.g. [10, 13, 18, 21, 22, 24]).

Importantly, with this method landmarks need not be unique, and the need for landmark correspondence is also bypassed. Many of the other homing algorithms require that the landmarks in the current image by 'paired' or matched with those at the target location, usually by minimisation of the sum of the bearing differences (see e.g. [30]). If landmarks are occluded or missing, these methods strike trouble. In fact we have found that these methods are normally restricted to a workspace enclosed by the polygon formed by the landmarks (which in a loose sense guarantees that landmarks will not be occluded). Of course, like all sensor-based techniques, this method has a finite catchment area, limited by the omnidirectional sensor's range and in addition has the potential to suffer from perceptual aliasing, or in a similar sense, the local minima problem.

The homing vector provided by the IALV method provides a means of driving the agent towards home but does not provide a means of guaranteeing an orientation on reaching it. However, the distance and orientation infor-
mation provided by the IALV method could be fed into the Lyapunov based controller presented in equations 3 and 4. The next section presents simulations of this very point.

### 2.5 Simulations

In these simulations, landmarks are modelled as points, consistent with the requirements of the IALV model which merely requires the range and bearing to one or more nonunique landmarks in the workspace. An IALV is taken at a target location, nominally the origin, with this target IALV being matched with the agent's current IALV throughout the vehicle's journey.

The vehicle model used here consists of the Cartesian version of the vehicle kinematic equations (as given in equation 1), with the loop closed through calculation of the homing vector and the subsequent calculation of the control inputs via the Lyapunov-based controller presented earlier. Figure 8 shows the path generated, pose, and control inputs for a starting pose of $(x, y, \theta)=(-10,-10,0)$ and a goal pose of $(0,0,0)$, while Figure 9 shows the same information for a starting and goal pose of $\left(-10,10, \frac{\pi}{2}\right)$ and $\left(0,0,-\frac{p i}{4}\right)$. Gains were set to $\left(k_{1}, k_{2}, k_{3}\right)=(0.5,1.2,1.5)$ for these simulations. The method works for all starting and goal poses.

### 2.6 Discussion

Using the Lyapunov controller, servoing to a pose based on the relative position of a set of landmarks is a relatively straight forward task. The method is simple and leads to intuitive paths for the vehicle. In fact, the Lyapunov energy function is analogous to the attractive component of an artificial potential field. Clearly this method could be adapted to include obstacle avoidance by adding a complementary repulsive field to obstacles sensed in the environment.

The main advantage of the homing method presented is the avoidance of explicit localisation; it is achieved through a rather simple mechanism which yields the inputs to the Lyapunov controller directly. Further to this, no landmark correspondence is required, circumventing the need for landmark association. This is in opposition to many of the other homing methods which require landmarks in the current and target views to be 'paired up'. We have found that it is this association process that most limits the catchment areas of such methods.

## 3 Experiments

In this section we describe the experiments testing the validity of the IALV/Lyapunov control technique. To this end, we test the theory on our outdoor mobile robot; the Little Red Tractor. Our workspace is a flat, concreted, outdoor environment in which we have placed a set of bright orange traffic cones which act as our landmarks. The LRT is equipped with an omnidirectional camera which allows us to track the landmarks through colour segmentation, while a magnetometer provides us with a reference direction.


Figure 8: Simulation results for a starting pose of $(x, y, \theta)=(-10,-10,0)$ and a goal pose of $(0,0,0)$. Note that no obstacle avoidance has yet been included.

First we introduce our robotic testbed and briefly describe our sensing and image processing. We then detail the experiments, which at the time of publication were incomplete. We finish with a discussion of the results.

(a) Vehicle path.

(b) Vehicle pose throughout journey.

(c) Control demands.

Figure 9: Simulation results for a starting pose of $(x, y, \theta)=\left(-10,10, \frac{\pi}{2}\right)$ and a goal pose of $\left(0,0,-\frac{p i}{4}\right)$.

### 3.1 Robotic testbed

The experimental platform is a Toro ride-on mower which has been retro-fitted with actuators, a control system, and a computer, enabling control over the vehicle's operations. All control and computing occurs on-board. The vehicle is fitted with an array of sensors including odometry, GPS, a magnetometer, a laser range-finder and an omni-
directional camera (see Figure 10 for a photograph of the vehicle). For the experiments cited here, the primary sensor used is the omnidirectional camera with the magnetometer providing an absolute reference direction.


Figure 10: The experimental platform. Note the omnidirectional camera mounted over the front wheels and the box at the rear which houses the control and computer system.

### 3.2 Image processing

The distinguishing feature of the landmarks used in this experiment is their colour. Hence, we use colour segmentation to track them; not a trivial task in an outdoor environment with no control over lighting conditions. Our framegrabber provides us with a YCrCb signal, and, to reduce processing time, we work directly in this colour space.

Essentially, we use a bivariant histogram on the Cr and Cb of the objects we wish to track, creating a twodimensional lookup table on colour. As each image is acquired, pixels that fall within the histogram are flagged as belonging to a landmark. We then use several morphological processes to eliminate isolated pixels and to 'close' any holes in grouped pixels. Blob extraction is then performed, the objects sorted by size, and very small and very large objects eliminated. The coordinates of the centroid of each blob are then converted to a polar form, giving the radial distance and bearing of each blob with respect to the centre of the image. At no stage do we attempt to 'unwrap' the image; we believe this to be a waste of valuable processing time and instead work directly with the radial image.

Relative landmark bearings are yielded directly from the above process. These bearings can then be combined with the robot's orientation obtained from the magnetometer to give bearings with respect to the reference direction. Landmark range however is not directly available. The next section describes how we use the optics of our camera/mirror system to determine landmark range.

Range from image radius. Using a flat-earth assumption, an estimate of range can be determined in a similar manner to Horswil's range from height in image method [ 9,15 ] if the geometry of the camera/optic system is known. An alternative to using the geometry of the system would be to determine an empirical relationship between groundplane range and radial image distance.

The mirror in our omnidirectional camera/mirror assem-
bly has equiangular optics meaning that for a given angle of incidence into the mirror, the reflected ray is elevated by a particular gain depending on the camera/mirror separation distance [6]; for an illustration of this point refer to Figure 11. The equation describing the surface of such mirrors [6] is:

$$
\begin{equation*}
\left(\frac{r}{r_{o}}\right)^{-\frac{1+\alpha}{2}}=\cos \left[\frac{\theta(1+\alpha)}{2}\right] \tag{5}
\end{equation*}
$$

where the parameters are defined with reference to figure 11. Mapping distance in the ground plane to radial pixel


Figure 11: The optics of the camera-mirror system related to the ground plane. Diagram adapted from [6]
distance can be achieved through simple geometry. Referring to Figure 11, the distance $d_{1}$ can be calculated by:

$$
\begin{equation*}
d_{1}=(h+r \cos \theta) \tan (\alpha \theta+\phi) \tag{6}
\end{equation*}
$$

and the distance $d_{2}$ is given by:

$$
\begin{equation*}
d_{2}=r \sin \theta \tag{7}
\end{equation*}
$$

Adding these together gives the theoretically determined ground plane distance, $R_{t}$. Combining equations 5, 6 and 7, the full equation for $R_{t}$ is:

$$
\begin{align*}
R_{t} & =r_{o}\left(\cos \left(\frac{\theta(1+\alpha)}{2}\right)\right)^{-\frac{2}{1+\alpha}} \sin \theta \\
& +\left[h+r_{o}\left(\cos \left(\frac{\theta(1+\alpha)}{2}\right)\right)^{-\frac{2}{1+\alpha}}\right] \tan (\alpha \theta+\phi) \tag{8}
\end{align*}
$$

Now to map a ground plane distance into the image plane we need a relationship between $\theta$ and radial pixel distance $p$. A relationship between $r_{o}$ and $f$ can be found through knowledge of a known radial image distance (measured in pixels) and an actual distance in an image. Here, we use the diameter of the mirror (which is known to be 7.36 cm ), and the radius of its edge as it appears in the image. Referring to Figure 12, which is applicable to our system,

$$
\tan \theta=\frac{u}{f}=\frac{36.8 \times 10^{-3} \mathrm{~m}}{r_{o}}
$$



Figure 12: Relationship between $f$ and $u$.

For the case of a 288 lines $\times 384$ pixels image, the edge of our mirror appears in the image at a radial distance of $u=178$ pixels; the CCD used here is $1 / 3^{\prime \prime}$ across its diagonal, and, using the number of lines at this image resolution (assuming the pixels are square), we arrive at $u=178 \times \frac{5.987 \times 10^{-3} \mathrm{~m}}{288 \text { lines }}=3.7 \times 10^{-3} \mathrm{~m}$. Hence,

$$
\frac{r_{o}}{f}=9.9454
$$

A relationship for $\theta$ at any pixel radius $p$ is then given by:

$$
\begin{equation*}
\theta=\arctan \left[\frac{p \times \frac{5.987 \times 10^{-3} \mathrm{~m}}{288 \text { lines }} \times 9.9454}{r_{o}}\right] \tag{9}
\end{equation*}
$$

where $r_{o}$ is given in metres. With knowledge of the four parameters $r_{o}, \phi h$, and $\alpha$ (which we determine experimentally), and the radial image distance of a landmark, its ground-plane range can be estimated.

Figure 13 shows a plot of estimated range as determined from the process outlined above, and the actual ground plane range. The match is excellent for ranges of up to about 10 m , with the error between experimental data and estimated range being less than 0.2 m for ranges less than 7.5 m . Inaccuracies at greater ranges can be attributed to measuring errors and to degradation of the constant $\alpha$ assumption at high angular elevations [6], i.e. high radial distances.

### 3.3 Experiments

Hardware difficulties prevented complete experimentation at the time of publication. However, some preliminary results will be presented. The first experimental run placed the robot in a workspace containing a single landmark. At the target pose, the landmark was located at approximately 2.85 m directly in front of the robot; all angles and distances are defined with reference to this pose. Figure 14 (a) shows


Figure 13: Comparison of estimated and actual range data. The estimated data is plotted as an ' $o$ ', while the actual ground plane range is plotted as a '*'.
the robot's initial and final pose; clearly this is a rather simplistic task but it is the first step in demonstrating the effectiveness of the method. Figure 14 (b) shows the control demands as calculated online by the IALV/Lyapunov controller while Figure 14 (c) shows the response of the vehicle. Figure 14 (d) shows the values of the inputs to the Lyapunov controller; in this figure $e$ is a measure of the distance to the goal position, while $\theta$ measures the orientation error. If the distance error dropped below 0.1 m and the orientation error was less than $\pm 0.1 \mathrm{rad} \approx \pm 6^{\circ}$ the controller was switched off and the vehicle halted.

### 3.4 Discussion

Although rather simplistic, this experiment demonstrates that the method indeed works. The gains in the controller of equations 3 and 4 were set at $\left(k_{1}, k_{2}, k_{3}\right)=$ $(0.1,0.5,1)$, which are significantly different to those used in the simulation. The simulation gains were found by linearising the closed loop state equations about $(\varphi, \delta)=$ $(0,0)$, which ensures the vehicle approaches the target pose along the rectilinear path aligned with the target pose [1]. The analysis for the selection of the gains in the simulation was based on the kinematics of the system alone. Clearly the dynamics of the vehicle's velocity and steering loops, along with the significant delays caused by the image processing, will have a marked effect on the performance of the system and a much deeper analysis incorporating these effects is required in order to correctly select the controller gains for the real system. Along with extensive experimental verification of the method, this analysis will be the focus of our work in the immediate future.

## 4 Conclusion

We have described a method of stabilising a car-like vehicle to a target pose based on the discrepancies between a target view of the landmarks in a workspace and the robot's current view. The landmarks need not be unique; all that is required is their bearing and range. Our method combines
results from non-linear control theory with research derived from hypotheses on insect navigation.

The robot's view of the workspace is summarised by a single quantity, the Improved Average Landmark Vector, which augments the original formulation of Lambrinos et al. [19] with range information. At each instant, the robot compares the current IALV with that at the target location which yields directly the distance and orientation to the target position. At no stage is there a requirement for landmark correspondence; this represents a key advantage over many other homing methods. This information is then fed into a non-linear controller derived from a Lyapunov-like formulation, enabling the robot to servo to the target pose using omnidirectional vision and a compass. Furthermore, the method uses polar representations of the landmarks, and thus, the need for processor intensive image unwarping is circumvented.

We have presented simulations and a brief experiment demonstrating the validity of the technique. Further to this, we have presented a method of deriving range information from a single omnidirectional image, based on a flat-earth assumption. Our future work includes extensive experimental validation of the method, along with a deeper understanding of the impact of dynamic elements in the control loops. Finally, it is clear that this technique is ideally suited to topological navigation, and this too represents a direction for further research.
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Figure 14: Results from the first experiment. At the target pose, (shown as $(x, y, \theta)=(0,0,0)$, the single landmark is located at approximately 2.85 m directly in front of the robot. The robot was then driven to the starting pose of $(x, y, \theta)=(-4,0,0)$ at which time the IALV/Lyapunov controller was activated. The robot then 'homed' back to the starting pose with minimal residual error.
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## 1 Introduction

Visual servoing is by now a mature research field in the sense that the basic paradigms largely have been defined as for example seen in the tutorial by [1]. Over the last few years a variety of visual servoing refinements have been published. It is, however, characteristic that relatively few truly operational systems have been reported. Given that the basic methods are available, why is it that so few systems are reported in the literature. Some examples have been reported. Good examples include the work on vision for highway driving by [2] and the work on vision based assembly by [3] and [4], and the work on vision guided welding by [5]. It is characteristic for these applications that they are implemented in setting where the scenario and its constituent objects are well defined and can be model at great detail prior to the execution of the task.

### 1.1 Issues in servoing

For use of visual servoing in a general setting such as a regular domestic environment it is not only necessary to perform the basic servoing based on a set of well defined features, the full process involves:

1. Recognition of the object to interact with
2. Detection of the features to be used for servoing
3. Initial alignment of model to features (pose estimation or initial data association)
4. Servoing using the defined features

In addition it must be considered that most visual servoing techniques have a limited domain of operation, i.e. some techniques are well suited for point based estimation, while others are well suited for detailed alignment at close range. For many realistic tasks there is
consequently a need to decompose the task into several visual servoing stages to allow robust operation. I.e. something like

1. Point based visual servoing to achieve initial alignment
2. Approximate alignment using 2.5 D or homography based servoing
3. Model based servoing to achieve high quality alignment

Depending on the task at hand these tasks might be executed in parallel (i.e. in car driving the coarse alignment is used for longer term planning and model estimation, while the model based techniques is used for short term correction - model based correction), or in sequence (initial alignment, that can be used for initialization of the intermediate model, which in term provides an estimate for model initialization). In this paper we will in particular study the manipulation of objects in a domestic setting and consequently the sequential model will be used.

### 1.2 Outline

In the next section (2) the basic processes involved in end-to-end visual servoing are outlined. To achieve robustness it is necessary to utilize a mixture of object models (object models, appearance models, geometric models) and fusion of multiple cues to compensate for variations in illumination, viewpoint, and surface texture, this is discussed in section 3. The use of the presented methodology is illustrated for the task of manipulating a variety of objects in a living room setting as reported in section 4 . Finally a few observations and issues for future research are discussed in section 5.

## 2 Processes in Vision based Grasping

### 2.1 Detection/Recognition

The object to be manipulated is first recognized using the view-based SVM (support vector machine) system presented in [6]. For execution of a task such as "pickup coke can on the dinner table" the robot will navigate to the living room, and position itself with the camera directed towards the dinner table. The recognition step will then deliver regions in the image that may represent the object of interest. The recognition step delivers the image position and approximate size of the image region occupied by the object. This information is required by the tracking system to allow initialization through use of a window of attention. Initially the recognition step is carried out at a distance of 2-3 meters to allow use of a field of view that is likely to be large enough include the object of interest. Once a valid image region has been identified the position and scale information is delivered to the image based servoing step.

### 2.2 Object Approach

While approaching the object (getting within reach), we want to keep it in the field of view or even centered of the image. This implies that we have to estimate the position/velocity of the object in the image and use this information to control the mobile platform.
Our tracking algorithm employs the four step detect-match-update-predict loop, Fig. 1. The objective here is to track a part of an image (a region) between frames. The image position of its center is denoted with $\mathbf{p}=$ $\left[\begin{array}{ll}x & y\end{array}\right]^{T}$. Hence, the state is $\mathbf{x}=\left[\begin{array}{lll}x & y & \dot{x} \dot{y}\end{array}\right]^{T}$ where a piecewise constant white acceleration model is used [7]:

$$
\begin{align*}
\mathbf{x}_{k+1} & =\mathbf{F} \mathbf{x}_{k}+\mathbf{G} \mathbf{v}_{k}  \tag{1}\\
\mathbf{z}_{k} & =\mathbf{H} \mathbf{x}_{k}+\mathbf{w}_{k}
\end{align*}
$$

where $\mathbf{v}_{k}$ is a zero-mean white acceleration sequence, $\mathbf{w}_{k}$ is measurement noise and

$$
\mathbf{F}=\left[\begin{array}{cccc}
1 & 0 & \Delta T & 0  \tag{2}\\
0 & 1 & 0 & \Delta T \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \mathbf{G}=\left[\begin{array}{cc}
\frac{\Delta T^{2}}{2} & 0 \\
0 & \frac{\Delta T^{2}}{2} \\
\Delta T & 0 \\
0 & \Delta T
\end{array}\right], \mathbf{H}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

For prediction and estimation, the $\alpha-\beta$ filter is
used, [7]:

$$
\begin{align*}
\hat{\mathbf{x}}_{k+1 \mid k} & =\mathbf{F}_{k} \hat{\mathbf{x}}_{k} \\
\hat{\mathbf{z}}_{k+1 \mid k} & =\mathbf{H} \hat{\mathbf{x}}_{k+1 \mid k}  \tag{3}\\
\hat{\mathbf{x}}_{k+1 \mid k+1} & =\hat{\mathbf{x}}_{k+1 \mid k}+\mathbf{W}\left[\mathbf{z}_{k+1}-\hat{\mathbf{z}}_{k+1 \mid k}\right]
\end{align*}
$$

with

$$
\mathbf{W}=\left[\begin{array}{cccc}
\alpha & 0 & \frac{\beta}{\Delta T} & 0 \\
0 & \alpha & 0 & \frac{\beta}{\Delta T}
\end{array}\right]^{T}
$$

where $\alpha$ and $\beta$ are determined using steady-state analysis The tracking of the object is used to direct the arm so


Figure 1: A schematic overview of the tracking system.
as to ensure that the TPC is pointing at the object while it is being approached. The standard image Jacobian is being used for specification of the control of the arm. Once the object occupies more than, an object, specified portion of the image the servoing is terminated and control is handed over to the coarse alignment control for pre-grasping and gripper - object alignment.

### 2.3 Coarse alignment

The basic idea is the use of a reference position for the camera. It is assumed to be known how the object can be grasped from the reference position (see Fig. 2).

Using a stored image taken from the reference position, the manipulator should be moved in such a way that the current camera view is gradually changed to match the stored reference view. Accomplishing this for general scenes is difficult, but a robust system can be made under the assumption that the objects are piecewise planar [8], i.e. a homography models the transformation between the current and the reference view. The scheme implemented requires three major components - initialization, servoing and tracking. Each component exploits the planarity of the tracked object. For initialization, a wide baseline matching algorithm [8] is employed to establish point correspondences between the


Figure 2: The left image shows the gripper in a reference position while the right image shows the camera in another position and situation. Servoing is then used to move the camera to the reference position relative to the object.
current and the reference image. The point correspondences enable the computation of the homography $H$ relating the two views. Assuming known internal camera parameters, the homography matrix is used in the " 2.5 D " servoing algorithm of Malis et al [9]. Finally, as initialization is computationally expensive, matches are established in consecutive images using tracking. This is accomplished by making a prediction of the new homography $H^{\prime}$ relating the current and the reference images, given the arm odometry between frames and the homography $H$ relating the reference image and the previous image [8]. $H^{\prime}$ is then used in a guided search for new correspondences between the current image and the reference image [10].

### 2.4 Grasp alignment

Although suitable for a number of tasks, previous approaches lacks the ability to estimate position and orientation (pose) of the object. In terms of manipulation, it is usually required to accurately estimate the pose of the object to, for example, allow the alignment of the robot arm with the object or to generate a feasible grasp and execute a grasp of the object. Using prior knowledge about the object, a special representation can further increase the robustness of the tracking system. Along with commonly used CAD models (wire-frame models), view- and appearance-based representations may be employed [11].
A recent study of human visually guided grasps in situations similar to that typically used in visual servoing control, [12] has shown that the human visuomotor system takes into account the three dimensional geometric features rather than the two dimensional projected
image of the target objects to plan and control the required movements. These computations are more complex than those typically carried out in visual servoing systems and permit humans to operate in large range of environments.
We have therefore decided to integrate both appearance based and geometrical models to solve different steps of a manipulation task. Many similar systems use manual pose initialization where the correspondence between the model and object features is given by the user, (see [13] and [5]). Although there are systems where this step is performed automatically [14], [15] proposed approaches are time consuming and not appealing for real-time applications. One additional problem, in our case, is that the objects to be manipulated by the robot are highly textured (see Fig. 3) and therefore not suited for matching approaches based on, for example, line features [16], [17], [18].
After the object has been recognized and its position in the image is known, an appearance based method is employed to estimate its initial pose. The method we have implemented has been initially proposed in [19] where just three pose parameters have been estimated and used to move a robotic arm to a predefined pose with respect to the object. Compared to our approach, where the pose is expressed relative to the camera coordinate system, they express the pose relative to the current arm configuration, making the approach unsuitable for robots with different number of degrees of freedom.
Compared to the system proposed in [20], where the network has been entirely trained on simulated images, we use real images for training where no particular background was considered. As pointed out in [20], the illumination conditions (as well as the background) strongly affect the performance of their system and these can not be easily obtained with simulated images. In addition, the idea of projecting just the wire-frame model to obtain training images can not be employed in our case due to the objects' texture. The system proposed in [16] also employs a feature based approach where lines, corners and circles are used to provide the initial pose estimate. However, this initialization approach is not applicable in our case since, due to the geometry and textural properties, these features are not easy to find with high certainty.
Compared to the system proposed in [20], where the network has been entirely trained on simulated images, we use real images for training where no particular background was considered. As pointed out in [20], the illumination conditions (as well as the back-


Figure 3: Some of the objects we want robot to manipulate.
ground) strongly affect the performance of their system and these can not be easily obtained with simulated images. In addition, the idea of projecting just the wire-frame model to obtain training images can not be employed in our case due to the objects' texture. The system proposed in [16] also employs a feature based approach where lines, corners and circles are used to provide the initial pose estimate. However, this initialization approach is not applicable in our case since, due to the geometry and textural properties, these features are not easy to find with high certainty.
Our model based tracking system is presented in Fig. 4. Here, a wire-frame model of the object is used to estimate the pose and the velocity of the object in each frame. The model is used during the initialization step where the initial pose the object relative to the camera coordinate system is estimated. The main loop starts with a prediction step where the state of the object is predicted using the current pose (velocity, acceleration) estimate and a motion model. The visible parts of the object are then projected into the image (projection and rendering step). After the detection step, where a number of features are extracted in the vicinity of the projected ones, these new features are matched to the projected ones and used to estimate the new pose of the object. Finally, the calculated pose is input to the update step. The systems has the ability to cope with partial occlusions of the object, and to successfully track the object even in the case of significant rotational motion.

### 2.4.1 Prediction and Update

The system state vector consists of three parameters describing translation of the target, another three for orientation and an additional six for the velocities:

$$
\begin{equation*}
\mathbf{x}=[X, Y, Z, \phi, \psi, \gamma, \dot{X}, \dot{Y}, \dot{Z}, \dot{\phi}, \dot{\psi}, \dot{\gamma}] \tag{4}
\end{equation*}
$$



Figure 4: Block diagram of the model based tracking system.
where $\phi, \psi$ and $\gamma$ represent roll, pitch and yaw angles [21]. The following piecewise constant white acceleration model is considered [7]:

$$
\begin{align*}
\mathbf{x}_{k+1} & =\mathbf{F} \mathbf{x}_{k}+\mathbf{G} \mathbf{v}_{k}  \tag{5}\\
\mathbf{z}_{k} & =\mathbf{H} \mathbf{x}_{k}+\mathbf{w}_{k}
\end{align*}
$$

where $\mathbf{v}_{k}$ is a zero-mean white acceleration sequence, $\mathbf{w}_{k}$ is the measurement noise and

$$
\mathbf{F}=\left[\begin{array}{cc}
\mathbf{I}_{6 \times 6} & \Delta T \mathbf{I}_{6 \times 6}  \tag{6}\\
\mathbf{0} & \mathbf{I}_{6 \times 6}
\end{array}\right], \quad \mathbf{G}=\left[\begin{array}{c}
\frac{\Delta T^{2}}{2} \mathbf{I}_{6 \times 6} \\
\Delta T \mathbf{I}_{6 \times 6}
\end{array}\right], \quad \mathbf{H}=\left[\begin{array}{l}
\mathbf{I}_{6 \times 6} \mid
\end{array}\right]
$$

For prediction and update, the $\alpha-\beta$ filter is used:

$$
\begin{align*}
\hat{\mathbf{x}}_{k+1 \mid k} & =\mathbf{F}_{k} \hat{\mathbf{x}}_{k} \\
\hat{\mathbf{z}}_{k+1 \mid k} & =\mathbf{H} \hat{\mathbf{x}}_{k+1 \mid k}  \tag{7}\\
\hat{\mathbf{x}}_{k+1 \mid k+1} & =\hat{\mathbf{x}}_{k+1 \mid k}+\mathbf{W}\left[\mathbf{z}_{k+1}-\hat{\mathbf{z}}_{k+1 \mid k}\right]
\end{align*}
$$

Here, the pose of the target is used as measurement rather than image features, as commonly used in the
literature (see, for example, [22], [14]). An approach similar to the one presented here is taken in [18]. This approach simplifies the structure of the filter which facilitates a computationally more efficient implementation. In particular, the dimension of the matrix $\mathbf{H}$ does not depend on the number of matched features in each frame but it remains constant during the tracking sequence.


Figure 5: On the left is the initial pose estimated using PCA approach. On the right is the pose obtained by local refinement method.

### 2.4.2 Initial Pose Estimation

Initialization step uses the ideas proposed in [19]. During training, each image is projected as a point to the eigen-space and the corresponding pose of the object is stored with each point. For each object, we have used 96 training images ( 8 rotations for each angle on 4 different depths). One of the reasons for choosing this low number of training images is the workspace of the PUMA560 robot used. Namely, the workspace of the robot is quite limited and for our applications this discretization was satisfactory. To enhance the robustness with respect to variations in intensity, all images are normalized. At this stage, the size of the training samples is $100 \times 100$ pixels color images. The training procedure takes about 3 minutes on a Pentium III 550 running Linux.
Given an input image, it is first projected to the eigenspace. The corresponding parameters are found as the closest point on the pose manifold. Now, the wire-frame model of the object can be easily overlaid on the image. Since a low number of images is used in the training process, pose parameters will not accurately correspond to the input image. Therefore, a local refinement method is used for the final fitting, see Fig. 5. The details are given in the next section.

During the training step, it is assumed that the object is approximately centered in the image. During task
execution, the object can occupy an arbitrary part of the image. Since the recognition step delivers the image position of the object, it is easy to estimate the offset of the object from the image center and compensate for it. This way, the pose of the object relative to the camera frame can also be arbitrary.

An example of the pose initialization is presented in Fig. 6. Here, the pose of the object in the training image (far left) was: $X=-69.3, Y=97.0, Z=838.9, \phi=21.0$, $\psi=8.3$ and $\gamma=-3.3$. After the fitting step the pose was: $X=55.9, Y=97.3, Z=899.0, \phi=6.3, \psi=14.0$ and $\gamma=1.7$ (far right), showing the ability of the system to cope with significant differences in pose parameters. In addition,

### 2.4.3 Detection and matching

When the estimate of the object's pose is available, the visibility of each edge feature is determined and internal camera parameters are used to project the model of the object onto the image plane. For each visible edge, a number of image points is generated along the edge. So called tracking nodes are assigned at regular intervals in image coordinates along the edge direction. The discretization is performed using the Bresenham algorithm [23]. After that, a search is performed for the maximum discontinuity (nearby edge) in the intensity gradient along the normal direction to the edge. The edge normal is approximated with four directions: $\{-45,0,45,90\}$ degrees, see Fig. 7.


Figure 7: Determining normal displacements for points on a contour in consecutive frames.

In each point $\mathbf{p}_{i}$ along a visible edge, the perpendicu$i$ to the nearby edge is determined using a one-dimensional search. The search region is denoted by $\left\{S_{i}^{j}, j \in[-s, s]\right\}$. The search starts at the projected model point $\mathbf{p}_{i}$ and the traversal continues simultaneously in opposite search directions until the first local maximum is found. The size of the search region $s$


Figure 6: Training image used to estimate the initial pose (far left) followed by the intermediate images of the fi tting step.
is adaptive and depends on the distance of the objects from the camera.

After the normal displacements are available, the method proposed in [5] is used. Lie group and Lie algebra formalism are used as the basis for representing the motion of a rigid body and pose estimation. Implementation details can be found in [24].

### 2.5 Grasping

The ability of a system to generate both a feasible and a stable grasp adds to its robustness. By a feasible grasp, a kinematically feasible grasp is considered, that is, given the pose of the object the estimated configuration of the manipulator and the end-effector are kinematically valid. By a stable grasp, a grasp for which the object will not twist or slip relative to the end-effector.
We have integrated our model-based vision system with a model-based grasp planning and visualization system called GraspIt! (see [25] and [26] for more details). To plan a grasp, grasp planners need to know the pose of objects in a workspace. For that purpose a vision system may be employed which, in addition, may be used to determine how a robot hand should approach, grasp, and move an object to a new configuration. A synergistic integration of a grasp simulator and a model based visual system is described. These work in concert to i) find an object's pose, ii) generate grasps and movement trajectories, and iii) visually monitor the execution of a servoing task [27].

An example grasp is presented in Fig. 8. It demonstrates a successfully planned and executed stable grasp of an L-shaped object. After the first image of the scene is acquired, the estimated pose of the object is sent to GraspIt, which aids the user in selecting an appropriate grasp. After a satisfactory grasp is planned, it is executed by controlling both the robot arm and the robot
hand. As can be seen in the figures, the grasping is performed in two steps. The first step sends the arm to the vicinity of the object, i.e., to the pose form which the grasp will be performed. After the arm is positioned, the hand may be closed.

## 3 Robustness

To achieve robustness in realistic situations it is necessary to deploy multiple features and integrate these into a joint representation. To fusion of multiple cues here deploys a voting strategy to enable use of weak model for the integration of cues.

### 3.1 Multiple Cues

### 3.1.1 Voting

Voting, in general, may be viewed as a method to deal with $n$ input data objects, $c_{i}$, having associated votes/weights $w_{i}$ ( $n$ input data-vote pairs $\left(c_{i}, w_{i}\right)$ ) and producing the output data-vote pair $(y, v)$ where $y$ may be one of the $c_{i}$ 's or some mixed item. Hence, voting combines information from a number of sources and produces outputs which reflect the consensus of the information.
The reliability of the results depends on the information carried by the inputs and, as we will see, their number. Although there are many voting schemes proposed in the literature, mean, majority and plurality voting are the most common ones. In terms of voting, a visual cue may be motion, color, disparity. Mathematically, a cue is formalized as a mapping from an action space, $\mathbf{A}$, to the interval $[0,1]$ :

$$
\begin{equation*}
c: \mathbf{A} \rightarrow[0,1] \tag{8}
\end{equation*}
$$



Figure 8: Grasping of the L-shaped object: The pose of the object is estimated in the camera coordinate frame (the estimated pose is overlaid in black). The pose is transformed to the manipulator coordinate system using the off-line estimated camera/robot transformation. The estimated pose is propagated to GraspIt (first row, right) where a stable grasp is planed (the measures of the quality of the grasp are shown in the lower left corner of the image: $e=0.317$ and $v=1.194$ ). The planned grasp is used to position the manipulator and the hand.

This mapping assigns a vote or a preference to each action $a \in \mathbf{A}$, which may, in the context of tracking, be considered as the position of the target. These votes are used by a voter or a fusion center, $\boldsymbol{\delta}(\mathbf{A})$. Based on the ideas proposed in [28], [29], we define the following voting scheme:
Definition 3. 1 - Weighted Plurality Approval Voting For a group of homogeneous cues, $\boldsymbol{C}=\left\{c_{1}, \ldots, c_{n}\right\}$, where $n$ is the number of cues and $O_{c_{i}}$ is the output of a cue $i$, a weighted plurality approval scheme is defined as:

$$
\begin{equation*}
\delta(a)=\sum_{i=1}^{n} w_{i} O_{c_{i}}(a) \tag{9}
\end{equation*}
$$

where the most appropriate action is selected according to:

$$
\begin{equation*}
a^{\prime}=\operatorname{argmax}\{\delta(a) \mid a \in \boldsymbol{A}\} \tag{10}
\end{equation*}
$$

### 3.1.2 Visual Cues

The cues considered in the integration process are:
Correlation - The standard sum of squared differences (SSD) similarity metric is used and the position of the target is found as the one giving the lowest dissimilarity score:

$$
\begin{equation*}
\operatorname{SSD}(u, v)=\sum_{n} \sum_{m}[I(u+m, v+n)-T(m, n)]^{2} \tag{11}
\end{equation*}
$$

where $I(u, v)$ and $T(u, v)$ represent the grey level values of the image and the template, respectively.
Color - It has been shown in [30] that efficient and robust results can be achieved using the Chromatic Color
space. Chromatic colors, known as "pure" colors without brightness, are obtained by normalizing each of the components by the total sum. Color is represented by $r$ and $g$ component since blue component is both the noisiest channel and it is redundant after the normalization. Motion - Motion detection is based on computation of the temporal derivative and image is segmented into regions of motions and regions of inactivity. This is estimated using image differencing:

$$
\begin{equation*}
M[(u, v), k]=\mathcal{H}[|I[(u, v), k]-I[(u, v), k-1]|-\Gamma] \tag{12}
\end{equation*}
$$

where $\Gamma$ is a fixed threshold and $\mathcal{H}$ is defined as:

$$
\mathcal{H}(x)=\left\{\begin{array}{lll}
0 & : & x \leq 0  \tag{13}\\
x & : & x>0
\end{array}\right.
$$

Intensity Variation - In each frame, the following is estimated for all $m \times m$ (details about $m$ are given in Section 3.1.4) regions inside the tracked window:

$$
\begin{equation*}
\sigma^{2}=\frac{1}{m^{2}} \sum_{u} \sum_{v}[I(u, v)-\bar{I}(u, v)]^{2} \tag{14}
\end{equation*}
$$

where $\bar{I}(u, v)$ is the mean intensity value estimated for the window. For example, for a mainly uniform region, low variation is expected during tracking. On the other hand, if the region was rich in texture large variation is expected. The level of texture is evaluated as proposed in [31].

### 3.1.3 Weighting

In (Eq. 9) it is defined that the outputs from individual cues should be weighted by $w_{i}$. Consequently, the
reliability of a cue should be estimated and its weight determined based on its ability to track the target. The reliability can be determined either i) $a$-priori and kept constant during tracking, or ii) estimated during tracking based on cue's success to estimate the final result or based on how much it is in agreement with other cues. In our previous work the following methods were evaluated [24]:

1. Uniform weights - Outputs of all cues are weighted equally: $w_{i}=1 / n$, where $n$ is the number of cues.
2. Texture based weighting - Weights are preset and depend on the spatial content of the region. For a highly textured region, we use: color ( 0.25 ), image differencing ( 0.3 ), correlation ( 0.25 ), intensity variation ( 0.2 ). For uniform regions, the weights are: color (0.45), image differencing (0.2), correlation (0.15), intensity variation ( 0.2 ). The weights were determined experimentally.
3. One-step distance weighting - Weighting factor, $w_{i}$, of a cue, $c_{i}$, at time step $k$ depends on the distance from the predicted image position, $\hat{\mathbf{z}}_{k \mid k-1}$. Initially, the distance is estimated as

$$
\begin{equation*}
d_{i}=\left\|\mathbf{z}_{k}^{i}-\hat{\mathbf{z}}_{k \mid k-1}\right\| \tag{15}
\end{equation*}
$$

and errors are estimated as

$$
\begin{equation*}
e_{i}=\frac{d_{i}}{\sum_{i=1}^{n} d_{i}} . \tag{16}
\end{equation*}
$$

Weights are than inversely proportional to the error with $\sum_{i=1}^{n} w_{i}=1$.
4. History-based distance weighting - Weighting factor of a cue depends on its overall performance during the tracking sequence. The performance is evaluated by observing how many times the cue was in an agreement with the rest of the cues. The following strategy is used:
a) For each cue, $c_{i}$, examine if $\left\|\mathbf{z}_{k}^{i}-\mathbf{z}_{k}^{j}\right\|<d_{T}$ where $i, j=1, \ldots, n$ and $i \neq j$. If this is true, $a_{i j}=1$, otherwise $a_{i j}=0$. Here, $a_{i j}=1$ means that there is an agreement between the outputs of cues $i$ and $j$ at that voting cycle and $d_{T}$ represents a distance threshold which is set in advance.
b) Build the $(n-1)$ value set for each cue: $c_{i}:\left\{a_{i j} \mid j=1, \ldots, n\right.$ and $\left.i \neq j\right\}$ and estimate sum $s_{i}=\sum_{j=1}^{n} a_{i j}$.
c) The accumulated values during $N$ tracking cycles, $S_{i}=\sum_{k=1}^{N} s_{i}^{k}$, indicate how many times a cue, $c_{i}$, was in
the agreement with other cues. Weights are then simply proportional to this value:

$$
\begin{equation*}
w_{i}=\frac{S_{i}}{\sum_{i=1}^{n} S_{i}} \text { with } \sum_{i=1}^{n} w_{i}=1 \tag{17}
\end{equation*}
$$

### 3.1.4 Implementation

We have investigated two approaches where voting is used for: i) response fusion, and ii) action fusion. The first approach makes the use of "raw" responses from the employed visual cues in the image which also represents the action space, A. Here, the response is represented either by a binary function (yes/no) answer, or in the interval $[0,1]$ (these values are scaled between $[0,255]$ to allow visual monitoring). The second approach uses a different action space represented by a direction and a speed, see Fig. 9. Compared to the first approach, where the position of the tracked region is estimated, this approach can be viewed as estimating its velocity. Again, each cue votes for different actions from the action space, $\mathbf{A}$, which is now the velocity space.


Figure 9: A schematic overview of the action fusion approach: the desired direction is (down and left) with a (slow) speed. The use of bins represents a neighborhood voting scheme which ensures that slight differences between different cues do not result in an unstable classifi cation.

## Initialization

According to Fig. 1, a tracking sequence should be initiated by detecting the target object. If a recognition module is not available, another strategy can be used. In [32] it is proposed that selectors should be employed which are defined as heuristics that selects regions possibly occupied by the target. When the system does not have definite state information about the target it should actively search the state space to find it. Based on this ideas, color and image differences (or foreground motion) may be used to detect the target in the first image. Again, if a recognition module is not available, these two cues may also be used in cases where the target has
either i) left the field of view, or ii) it was occluded for a few frames. Our system searches the whole image for the target and once the target enters the image, tracking is regained.


Figure 10: A schematic overview of the response fusion approach.

## Response Fusion Approach

After the target is located, a template is initialized which is used by the correlation cue. In each frame, a color image of the scene is acquired. Inside the window of attention the response of each cue, denoted $O_{i}$, is evaluated, see Fig. 10. Here, $\mathbf{x}$ represents a position:
Color - During tracking, all pixels whose color falls in the pre-trained color cluster are given value between $[0,255]$ depending on the distance from the center of the cluster:

$$
\begin{align*}
& 0 \leq O_{\text {color }}(\mathbf{x}, k) \leq 255 \quad \text { with } \\
& \mathbf{x} \in\left[\hat{\mathbf{z}}_{k \mid k-1}-0.5 \mathbf{x}_{w}, \hat{\mathbf{z}}_{k \mid k-1}+0.5 \mathbf{x}_{w}\right] \tag{18}
\end{align*}
$$

where $\mathbf{x}_{w}$ is the size of the window of attention.
Motion- Using (Eq. 12) and (Eq. 13) with $\Gamma=10$, image is segmented into regions of motion and inactivity:

$$
\begin{align*}
& 0 \leq O_{\text {motion }}(\mathbf{x}, k) \leq 255-\Gamma \text { with } \\
& \mathbf{x} \in\left[\hat{\mathbf{z}}_{k \mid k-1}-0.5 \mathbf{x}_{w}, \hat{\mathbf{z}}_{k \mid k-1}+0.5 \mathbf{x}_{w}\right] \tag{19}
\end{align*}
$$

Correlation - Since the correlation cue produces a single position estimate, the output is given by:

$$
\begin{aligned}
& O_{S S D}(\mathbf{x}, k)=255 e^{\left(-\frac{\bar{x}^{2}}{2 \sigma^{2}}\right)} \quad \text { with } \sigma=5 \\
& \mathbf{x} \in\left[\mathbf{z}_{S S D}-0.5 \mathbf{x}_{w}, \mathbf{z}_{S S D}+0.5 \mathbf{x}_{w}\right], \\
& \overline{\mathbf{x}} \in\left[-0.5 \mathbf{x}_{w}, 0.5 \mathbf{x}_{w}\right]
\end{aligned}
$$

where the maximum of the Gaussian is centered at the peak of the SSD surface. The size of the search area depends on the estimated velocity of the region.
Intensity variation - The response of this cue is estimated according to (Eq. 14). If a low variation is expected, all pixels inside an $m \times m$ region are given values $(255-\sigma)$. If a large variation is expected, pixels are assigned $\sigma$ value directly. The size $m \times m$ of the subregions which are assigned same value depends on the size of the window of attention with $n=0.2 \mathbf{x}_{w}$. Hence, for a $30 \times 30$ pixels window of attention, $m=6$. The result is presented as follows:

$$
\begin{align*}
& 0 \leq O_{\text {var }}(\mathbf{x}, k) \leq 255 \quad \text { with } \\
& \mathbf{x} \in\left[\hat{\mathbf{z}}_{k \mid k-1}-0.5 \mathbf{x}_{w}, \hat{\mathbf{z}}_{k \mid k-1}+0.5 \mathbf{x}_{w}\right] \tag{21}
\end{align*}
$$

## Response Fusion

The estimated responses are integrated using (Eq. 9):

$$
\begin{equation*}
\delta(\mathbf{x}, k)=\sum_{i}^{n} w_{i} O_{i}(\mathbf{x}, k) \tag{22}
\end{equation*}
$$

However, (Eq. 10) can not be directly used for selection, as there might be several pixels with same number of votes. Therefore, this equation is slightly modified:

$$
\delta^{\prime}(\mathbf{x}, k)=\left\{\begin{array}{lc}
1: & \text { if } \delta(\mathbf{x}, k) \text { is } \underset{ }{\operatorname{argmax}}\left\{\delta\left(\mathbf{x}^{\prime}, k\right) \mid \mathbf{x}^{\prime}\right.  \tag{23}\\
0: & \left.\left.\hat{\mathbf{z}}_{k \mid k-1}-0.5 \mathbf{x}_{w}, \hat{\mathbf{z}}_{k \mid k-1}+0.5 \mathbf{x}_{w}\right]\right\}
\end{array}\right.
$$

Finally, the new measurement $\mathbf{z}_{k}$ is given by the mean value (first moment) of $\delta^{\prime}(\mathbf{x}, k)$, i.e., $\mathbf{z}_{k}=\bar{\delta}^{\prime}(\mathbf{x}, k)$.

## Action Fusion Approach

Here, the action space is defined by a direction $d$ and speed $s$, see Fig. 9. Both the direction and the speed are represented by histograms of discrete values where the direction is represented by eight values, see Fig. 11:

$$
\begin{align*}
& \operatorname{LD}\left[\begin{array}{c}
-1 \\
1
\end{array}\right], \mathrm{L}\left[\begin{array}{c}
-1 \\
0
\end{array}\right], \mathrm{LU}\left[\begin{array}{c}
-1 \\
-1
\end{array}\right], \mathrm{U}\left[\begin{array}{c}
0 \\
-1
\end{array}\right], \\
& \operatorname{RU}\left[\begin{array}{c}
1 \\
-1
\end{array}\right], \mathrm{R}\left[\begin{array}{c}
1 \\
0
\end{array}\right], \operatorname{RD}\left[\begin{array}{l}
1 \\
1
\end{array}\right], \mathrm{D}\left[\begin{array}{c}
0 \\
1
\end{array}\right] \tag{24}
\end{align*}
$$

with L-left, R-right, D-down and U-up. Speed is represented by 20 values with 0.5 pixel interval which means that the maximum allowed displacement between successive frames is 10 pixels (this is easily made adaptive
based on the estimated velocity). There are two reasons for choosing just eight values for the direction: i) if the update rate is high or the inter-frame motion is slow, this approach will still give a reasonable accuracy and hence, a smooth performance, and ii) by keeping the voting space rather small there is a higher chance that the cues will vote for the same action. Accordingly, each cue will vote for a desired direction and a desired speed. As presented in Fig. 9 a neighborhood voting scheme is used to ensure that slight differences between different cues do not result in an unstable classification. (Eq. 3) is modified so that:

$$
\mathbf{H}=\left[\begin{array}{llll}
0 & 0 & 1 & 0  \tag{25}\\
0 & 0 & 0 & 1
\end{array}\right] \text { and } \mathbf{W}=\left[\begin{array}{cccc}
\alpha \Delta T & 0 & \beta & 0 \\
0 & \alpha \Delta T & 0 & \beta
\end{array}\right]^{T}
$$

In each frame, the following is estimated for each cue:
Color - The response of the color cue is first estimated according to (Eq. 18) followed by:

$$
\begin{align*}
& \mathbf{a}_{\text {color }}(k)=\frac{\sum_{\mathbf{x}} O_{\text {color }}(\mathbf{x}, k) \mathbf{x}(k)}{\sum_{\mathbf{x}} \mathbf{x}(k)}-\hat{\mathbf{p}}_{k \mid k-1}  \tag{26}\\
& \text { with } \quad \mathbf{x} \in\left[\hat{\mathbf{p}}_{k \mid k-1}-0.5 \mathbf{x}_{w}, \hat{\mathbf{p}}_{k \mid k-1}+0.5 \mathbf{x}_{w}\right]
\end{align*}
$$

where $\mathbf{a}_{\text {color }}(k)$ represents the desired action and $\hat{\mathbf{p}}_{k \mid k-1}$ is the predicted position of the tracked region. Same approach is used to obtain $\mathbf{a}_{\text {motion }}(k)$ and $\mathbf{a}_{\text {var }}(k)$.
Correlation - The minimum of the SSD surface is used as:

$$
\begin{equation*}
\mathbf{a}_{S S D}(k)=\underset{\mathbf{x}}{\operatorname{argmin}}(S S D(\mathbf{x}, k))-\hat{\mathbf{p}}_{k \mid k-1} \tag{27}
\end{equation*}
$$

where the size of the search area depends on the estimated velocity of the tracked region.

Action Fusion After the desired action, $\mathbf{a}_{i}(k)$, for a cue is estimated, the cue produces the votes as follows:

$$
\begin{align*}
& \text { direction } d_{i}=\mathcal{P}\left(\operatorname{sgn}\left(\mathbf{a}_{i}\right)\right),  \tag{28}\\
& \text { speed } s_{i}=\left\|\mathbf{a}_{i}\right\|
\end{align*}
$$

where $\mathcal{P}: \mathbf{x} \rightarrow\{0,1, \ldots, 7\}$ is a scalar function that maps the two-dimensional direction vectors (see (Eq. 24)) to one-dimensional values representing the bins of the direction histogram. Now, the estimated direction, $d_{i}$, and the speed, $s_{i}$, of a cue, $c_{i}$, with a weight, $w_{i}$, are used to update the direction and speed of the histograms according to Fig. 9 and (Eq.9). The new measurement is then estimated by multiplying the actions from each histogram which received the maximum number of votes according to (Eq. 10):

$$
\begin{equation*}
\mathbf{z}_{k}=S(\underset{d}{\operatorname{argmax}} H D(d)) \underset{s}{\operatorname{argmax}} H S(s) \tag{29}
\end{equation*}
$$

where $\mathcal{S}: x \rightarrow\left\{\left[\begin{array}{c}-1 \\ 0\end{array}\right], \ldots,\left[\begin{array}{c}-1 \\ 1\end{array}\right]\right\}$. The update and prediction steps are then performed using (Eq. 25) and (Eq. 3). The reason for choosing this particular representation instead of simply using a weighted sum of first moments of the responses of all cues is, as it has been pointed out in [29], that arbitration via vector addition can result in commands which are not satisfactory to any of the contributing cues.


Figure 11: A schematic overview of the action fusion approach.

## 4 Experiments

Here, we consider the problem of real manipulation in a realistic environment - a living room. Similarly to the previous example, we assume that a number of predefined grasps is given and suitable grasp is generated depending on the current pose of the object. The experiment shows a XR4000 platform with a hand-mounted camera. The task is to approach the dinner table including several objects. The robot is instructed to pick up a package of rice having an arbitrary placement. Here, Distributed Control Architecture [33] is used for integration of the different methods into a fully operational system. The system includes i) recognition, ii) image based tracking, iii) initial pose estimation, iv) hand alignment for grasping, v) grasp execution and vi) delivery of object. The details of the system implementation are unfortunately beyond this paper. The results of a mission with the integrated system are outlined below.

The sequence in Fig. 12 shows the robot starting at the far end of the living room, moving towards a point
where a good view of the dinner table can be obtained. After the robot is instructed to pick up the rice package, it recognizes it and locates in the scene. After that, the robot moves closer to the table keeping the rice package centered in the image. Finally, the gripper is aligned with the object and grasping is performed. The details about the alignment can be found in [34].

## 5 Summary

A key problem of deployment of manipulation in realistic setting is integration of a multitude of methods into a unified framework that manages the different phases of grasping from i) identification, ii) approach, iii) pregrasping, and iv) grasp execution. In this paper we have presented a system in which all of these aspects are integrated into an operational system. Each of the participating processes have been designed to accommodate handling of a large variety of situations. No single visual servoing technique is well suited for operation of a large range variations, consequently techniques with varying operation characteristics have been combined to provide an end-to-end system that can operate in situations with realistic complexity.
At present the system is tailored to the task in terms of sequential execution of the different steps in the servoing process. To achieve smooth transition between the different phases it is naturally of interest to provide a control framework for integrated modelling of the control, which will be a key problem to be studies as part of future work. In addition generality across a range of different application domains will be studies.
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#### Abstract

There exist numerous methods for visual servo control of a robot system, each with particular strengths and weaknesses. We investigate the use of dynamic switching approaches to visual servo control, in which a high-level decision maker selects from two low-level visual servo controllers. We will discuss two such switching controllers, one of which uses two PBVS systems and one of which utilizes an IBVS and a PBVS system. We present experimental results and will introduce a discussion of stability for each system.


## 1 Introduction

Visual servoing has proven to be a highly effective means to control a robot manipulator through the use of visual data. It provides a high degree of accuracy using even simple camera systems, robustness in the face of signal error and uncertainty of system parameters.
Visual servo methods have classically been divided into two camps, Position Based Visual Servoing (PBVS) and Image Based Visual Servoing (IBVS). PBVS uses camera data to estimate the robot's current pose; the error signal is typically the difference between the current pose and a desired pose stored in memory, and the control state is expressed in 3D Cartesian space.
IBVS came about in the mid-eighties, with the introduction of the image Jacobian [1, 2]. The error signal is measured as the difference between the current image and a desired image stored in memory. The state exists in the two dimensional image, and the image Jacobian maps the error signal to 3D Cartesian velocities for the end effector.
IBVS proved extremely popular, and for the next several years, researchers proposed a variety of image-based control systems that relied either explicitly or implicitly on the linearization embodied by the image Jacobian (e.g., [3, 4]). In the late nineties, Chaummette outlined a number of problems that cannot be solved using the traditional local linearized approaches to visual servo control [5].

This resulted in a variety of visual servo systems which used the image Jacobian linearization of IBVS for specific degrees of freedom, and 3D techniques exemplified in PBVS for the remainder $[6,7,8,9]$.
Rather than combining systems, another approach is the use of hybrid dynamical systems, i.e., systems that comprise a set of continuous subsystems along with a rule that switches between them [10, 11]. Dynamic switching systems can potentially increase stability, or move systems to their region of attraction that might otherwise fail, though often at the cost of increased complexity and computation. We have begun investigating the feasibility of using dynamic switching systems for visual servoing.
In Section 2, we introduce the fundamentals behind IBVS and PBVS systems and present concepts methods utilized in these systems. Section 3 will provide an introduction to the theory behind switched systems, including a discussion of stability. Finally, in Sections 4 and 5 we will present dynamic switching systems we have developed, along with mathematical investigations into stability and experimental results.

## 2 Visual Servoing

### 2.1 IBVS

In IBVS systems, the control exists in the image space. In the common case of a camera mounted on the robot end effector, the motion of a two-dimensional feature point $\mathbf{f}=[u, v]^{T}$ in the image is related to the velocity screw of the end effector $\dot{\mathbf{r}}=\left[T_{x}, T_{y}, T_{z}, \omega_{x}, \omega_{y}, \omega_{z}\right]^{T}$ by the relation

$$
\begin{equation*}
\dot{\mathbf{f}}=J_{i m}(u, v, z) \dot{\mathbf{r}}, \tag{1}
\end{equation*}
$$

where $\mathbf{J}_{i m}$ is the image Jacobian defined as
$\mathbf{J}_{i m}=\left[\begin{array}{cccccc}\frac{\lambda}{z} & 0 & -\frac{u}{z} & -\frac{u v}{\lambda} & \frac{\lambda^{2}+u^{2}}{\lambda} & -v \\ 0 & \frac{\lambda}{z} & -\frac{v}{z} & \frac{-\lambda^{2}-v^{2}}{\lambda} & \frac{u v}{\lambda} & u\end{array}\right]$
in which $\lambda$ is the focal length of the camera. Derivations of this can be found in a number of references including
[12, 13, 14]. The simplest approach to IBVS is to merely use (1) to construct the control law

$$
\begin{equation*}
\mathbf{u}=\mathbf{K} J_{i m}^{-1}(\mathbf{r}) \dot{\mathbf{f}} \tag{3}
\end{equation*}
$$

in which $\dot{\mathbf{f}}$ is the desired feature motion on the image plane, $\mathbf{K}$ is a (typically diagonal) gain matrix, and $\mathbf{u}=\dot{\mathbf{r}}$ is the control input, an end-effector velocity. Since images are acquired at discrete time instants, one typically defines $\dot{\mathbf{f}}=\mathbf{f}^{*}-\mathbf{f}$, in which the superscript ${ }^{*}$ denotes the goal value for a quantity. Thus, given a goal image (either previously captured or calculated), IBVS systems zero the error in the image space, bringing the features of the current image coincident with those the goal image.
This approach assumes that the image Jacobian is square and nonsingular, and when this is not the case, a generalized inverse, $\mathbf{J}_{i m}^{+}$, is used [12].
Since (3) essentially represents a gradient descent on the feature error, when this control law is used, feature points tend to move in straight lines to their goal positions (though the values of the gain matrix will have a strong effect on the feature point velocities). This provides desirable performance in the image space, but as first reported by Chaumette[5] it can lead to extraneous motions of the end effector in 3D Cartesian space. Taken to the extreme, these motions can lead to singular positions for the robot or singularities in the image Jacobian, leading to task failure.
For faster visual servo systems, equation (3) can be expanded to detail the robot dynamics, which can affect the visual feedback loop. Define a vector of the robot joint positions by $\mathbf{q}$ and the respective joint velocities by $\dot{\mathbf{q}}$. Define $\mathbf{M}$ as the symmetric positive definite manipulator inertia matrix, $\mathbf{C}$ as a matrix describing the effects of centripetal and Corialis torques, and $\tilde{\mathbf{J}}=\mathbf{J}_{i m} \mathbf{J}_{r o b}$ as the product of the image Jacobian and robot manipulator Jacobian. We now define two positive definite gain matrices $\mathbf{K}_{p}$ and $\mathbf{K}_{v}$. The control loop can now be described by:

$$
\begin{equation*}
\mathbf{K}_{v} \dot{\mathbf{q}}+\mathbf{M} \ddot{\mathbf{q}}+\mathbf{C} \dot{\mathbf{q}}=\mathbf{K}_{p} \tilde{\mathbf{J}}^{-1} \dot{\mathbf{f}} \tag{4}
\end{equation*}
$$

Clearly then, $[\mathbf{q}, \dot{\mathbf{q}}]^{\mathrm{T}}=\left[\mathbf{q}_{\mathbf{d}}, \mathbf{0}\right]$, where $\mathbf{q}_{\mathbf{d}}$ is the desired joint configuration, is an equilibrium point for this system.
Indeed, IBVS has been proven asymptotically stable under certain conditions related to accuracy of the camera calibration and the lack of singularities in the robot [3]. Of particular note is a proof by Kelly, et al., [15], using Lyapunov's direct method. Kelly, et al, basically develop a total energy energy function of the form

$$
\begin{equation*}
V=\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{M} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{f}}^{T} \mathbf{K}_{p} \dot{\mathbf{f}} \tag{5}
\end{equation*}
$$

Which is the sum of the kinetic and potential energies.

Taking the time derivative and making some substitutions (see [15] for specifics), Kelly, et al., arrive at

$$
\begin{equation*}
\dot{V}=-\dot{\mathbf{q}}^{T} \mathbf{K}_{v} \dot{\mathbf{q}} . \tag{6}
\end{equation*}
$$

Since $\mathbf{K}_{v}$ is defined to be positive definite, the system is shown to be asymptotically stable.

### 2.2 PBVS

In PBVS systems, the control task remains in 3D Cartesian space. Numerous techniques exist for accurately estimating the position and orientation of end effector from a set of image features using iterative [16, 17] or Kalman filter techniques [18]. The general technique in PBVS is to capture the image of a known set of features, and estimate the pose of the end effector in relation to the features. This estimated pose is compared against a desired pose, and a trajectory then generated to eliminate the difference between the two poses.
In contrast to IBVS, PBVS systems generate a gradient descent in 3D space. The end effector will typically follow the shortest path to the goal position. This, however, leads to large motions of the features in the image space. This can cause the feature points to leave the field of view, resulting in system failure.

PBVS has also been proven to be asymptotically stable if certain conditions are met. Recently, Deng, at al, proved asymptotic stability through Lyapunov techniques based on the proof of Kelly, et al, for IBVS [19]. They describe the following control function,

$$
\begin{equation*}
\mathbf{K}_{\mathbf{v}} \dot{\mathbf{q}}+\mathbf{M} \ddot{\mathbf{q}}+\mathbf{C} \dot{\mathbf{q}}=\mathbf{K}_{\mathbf{p}} \mathbf{J}_{r o b}^{-1} \dot{\mathbf{r}} \tag{7}
\end{equation*}
$$

where $\mathbf{J}_{\text {rob }}$ is the robot manipulator Jacobian and $\dot{\mathbf{r}}$ is the distance between the current and goal poses. This leads to the candidate Lyapunov function

$$
\begin{equation*}
V=\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{M} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{r}}^{T} \mathbf{K}_{p} \dot{\mathbf{r}} \tag{8}
\end{equation*}
$$

which has precisely the same time derivative as Kelly, et al, arrived at for IBVS,

$$
\begin{equation*}
\dot{V}=-\dot{\mathbf{q}}^{T} \mathbf{K}_{v} \dot{\mathbf{q}} \tag{9}
\end{equation*}
$$

## 3 Switching Control

The theory of hybrid dynamical systems, i.e., systems that comprise a number of continuous subsystems and a high-level decision maker that switches between them, has received considerable attention in the control theory community. In this paper, we are concerned with the specific topic of switched control systems. In particular, we present a controller that uses a high level decision maker to select from two visual servo controllers.

In general, a hybrid dynamical system can be represented by the differential equation

$$
\begin{equation*}
\dot{x}=f_{\sigma}(x): \sigma \in\{1 . . n\} \tag{10}
\end{equation*}
$$



Figure 1: trajectories of switched systems
where $f_{\sigma}$ is a collection of $n$ distinct functions. For our purposes, it is convenient to explicitly note that the switching behavior directly affects the choice of the control input $u$

$$
\begin{equation*}
\dot{x}=f\left(x, u_{\sigma}\right): \sigma \in\{1,2\} . \tag{11}
\end{equation*}
$$

In our system, each visual servo controller provides a velocity screw, $u=\left[T_{x}, T_{y}, T_{z}, \omega_{x}, \omega_{y}, \omega_{z}\right]^{T}$, and a switching rule determines which is used as the actual control input at each control cycle.
The stability of a switched system is not insured by the stability of the individual controllers. Indeed, a collection of stable systems can become unstable when inappropriately switched. As an illustration, Figure 1 (from [20]) show trajectories for two asymptotically stable subsystems in (a) and (b). A set of switches resulting in a stable system is shown in (c), while a series of switches resulting in an unstable system are shown in (d). To insure stability, it must be proved that all switches from one system to another cannot result in an unstable output, regardless of the time of the switch or the state of the system. Stability of switched systems can be proven using Lyapunov's direct method under certain conditions [20, 21]. Generally this requires establishing a common Lyapunov function which works for all subsystems. Alternately, one can establish a family of Lyapunov functions for the systems such that at each switch, the value of the function at the end of that interval is less than the value of the function of the interval that proceeded it, as illustrated for a one dimensional family of two functions in Figure 2. In our initial investigations reported here, we have not yet formally proven the stability of our system.


Figure 2: stable family of Lyapunov function

We have, however, performed extensive empirical evaluations that demonstrate the efficacy of our approach, and some of these are presented below.

## 4 Homography/Affine Switched System Controller

The first dynamic switched system presented here was introduced in [22]. That paper focused primarily on initial simulated results, while here we will present early experimental results and a discussion of stability issues.
The system is composed of two subsystems which, given two views of the same set of features, estimate the translation and change in orientation of the camera. In the sense that these methods use a goal and current image, they certainly fall into the realm of IBVS systems. However, a complete translation and rotation is estimated, thus delivering a trajectory relating the current pose and the goal pose, which is the output of a PBVS system. In addition, these systems tend to perform similarly to PBVS systems in regards to optimal motion of the end effector at the expense of sub-optimal feature trajectories. Additionally, knowledge of the geometry of the features can be exploited to make the systems much more accurate. Thus we will typically consider these methods to be PBVS methods.

### 4.1 Homography Based Controller

The homography method exploits the epipolar constraints between two images of planar feature points. The homography matrix has been used previously for visual servoing in $[6,8]$ to control a restricted set of degrees of freedom. We however, use it to generate a control for all degrees of freedom.
Define $\tilde{\mathbf{f}}^{*}, \tilde{\mathbf{f}}$, as the homogeneous coordinates in two images of a set of 3D points lying on a plane $\pi$. These are related by

$$
\begin{equation*}
\tilde{\mathbf{f}}^{*}=\mathbf{H} \tilde{\mathbf{f}} \tag{12}
\end{equation*}
$$

where $\mathbf{H}$ is the calibrated homography matrix. As shown in [23, 24], $\mathbf{H}$ can be decomposed as

$$
\begin{equation*}
\mathbf{H}=\mathbf{R}\left(\mathbf{I}_{3}-\frac{\mathbf{t n}^{T}}{d}\right) \tag{13}
\end{equation*}
$$

where $\mathbf{I}_{3}$ is a $3 \times 3$ identity matrix and $\mathbf{R}$ and $\mathbf{t}$ are the rotation matrix and translation vector, respectively, relating the two camera views. The parameter $\mathbf{n}$ is the the normal of the plane $\pi$ and describes the orientation of $\pi$ with respect to the current camera view; $d$ is the distance from the current camera origin to the plane $\pi$. We calculate the vector $\mathbf{T}=\left[T_{x}, T_{y}, T_{z}\right]^{T}=\hat{d} \mathbf{t}$, where $\hat{d}$ is an estimate of $d$. Given knowledge of the geometry of the feature point locations it is possible to accurately estimate $\hat{d}$ and so determine $\mathbf{t}$ to the proper scale. From the rotation matrix $\mathbf{R}$, we extract the roll, pitch and yaw angles, which we use as $\omega_{x}, \omega_{y}, \omega_{z}$ to obtain the velocity screw $u=k\left[T_{x}, T_{y}, T_{z}, \omega_{x}, \omega_{y}, \omega_{z}\right]$ in which $k$ is a scalar gain constant, or a $6 \times 6$ gain matrix..
Of the numerous methods to calculate $\mathbf{H}$, we have used a linear solution since visual servoing, in general, requires quicker calculations than iterative methods may provide. Decomposing the homography as in (13) is not a trivial exercise and generally cannot be solved to a unique solution. Additional information or views are required to select form multiple solutions. In visual servoing, an extra view is necessary at the first iteration, as the results of previous iterations can be used for all later calculations.

### 4.2 Affine-Approximation Controller

For camera motions that do not involve rotation about the camera $x$ - or $y$ - axes, the initial and goal images will be related by an affine transformation. While this is a constrained set of motions, it is common in many situations, such as aligning camera with a component on a conveyer belt.

Define $\mathbf{f}^{*}, \mathbf{f}$, as the calibrated pixel coordinates of two points in the image plane. Then these points are related by the affine transformation

$$
\begin{aligned}
\mathbf{f}^{*} & =\mathbf{A f}+\mathbf{b} \\
& \left.=\left[\begin{array}{ll}
1 & a \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
s_{1} & 0 \\
0 & s_{2}
\end{array}\right]\left[\begin{array}{cc}
C_{\theta} & -S_{\theta} \\
S_{\theta} & C_{\theta}
\end{array}\right]\left[\begin{array}{l}
f_{x} \\
f_{y}
\end{array}\right]+\left[\begin{array}{l}
t_{x_{1}} \\
t_{y}
\end{array}\right] 4\right)
\end{aligned}
$$

in which $C_{\theta}$ and $S_{\theta}$ denote respectively $\cos \theta$ and $\sin \theta$; $f_{x}$ and $f_{y}$ are image point coordinates; $a, s_{i}$, and $\theta$ describe the skew, scale, and rotation respectively; and $\mathbf{b}$ is the translation. Both $\mathbf{A}$ and $\mathbf{b}$ can be obtained by solving a linear system of equations, and QR decomposition can then be used to determine $a, s_{i}$, and $\theta$.
$\mathbf{f}^{*}=\mathbf{R Q f}+\mathbf{b}=\left[\begin{array}{cc}r_{11} & r_{12} \\ 0 & r_{22}\end{array}\right]\left[\begin{array}{ll}q_{21} & q_{12} \\ q_{11} & q_{22}\end{array}\right]\left[\begin{array}{l}f_{x} \\ f_{y}\end{array}\right]+\left[\begin{array}{l}t_{x} \\ t_{y}\end{array}\right]$
The $\mathbf{Q}$ matrix is a permutation of the rotation matrix in (14), and rotation $\theta$ about the camera z axis equals $\operatorname{arcsine}\left(q_{21}\right)$. During an affine transformation, the rotations about the $x$ - and y axes are, by definition, zero. The $r_{11}$ and $r_{22}$ of (15) respectively equal the $s_{1}$ and $s_{2}$ parameters of (14) and provide z translation to scale. Translation along the $x-$ and $y-$ axes are defined to scale
in the vector $\mathbf{b}$. Multiplying the scaled translations by a depth estimate will provide true values. Again, knowledge of the feature point geometry will allow for the depth estimate to be accurately derived.
Given $a, s_{i}, \theta, t_{x}, t_{y}$ we again have the position and orientation relating the initial and camera goal positions. This controller provides the velocity screw $u=$ $k\left[t_{x}, t_{y}, s_{2}, 0,0, \theta\right]$ where $k$ is a gain constant or matrix. Note that if there is no rotation about the $x-$ or $y$-axes, we will have $s_{1}=s_{2}$.
In general, two images are unlikely to be perfectly related by an affine transformation. However, in the absence of signal noise the approximation is often fairly accurate. In our scheme, it is left to the switching rule to determine when it is appropriate to use this controller.

### 4.3 Methodology of System Switching

To date, we have explored three switching rules. The first is deterministic, and is based on our evaluation of the performance of each controller under various conditions. The other two switching rules include a nondeterministic element.

Comparison of the Two Controllers. The major strength of the homography-based controller in our system is that it is the only controller capable of handling general motions which include rotation about the $x$ and $y$-axes. If the camera motion does not involve such rotations, the two approaches have similar performance. However, in the presence of noise, the affine method is much more accurate. We conducted a series of Monte Carlo tests in which both systems performed an identical affine motion under the effects of increasing white noise. The homography-based method typically had an error in the pose estimation that was fifty times greater than the affine approach, and error in the total rotation was almost fifteen times greater.
With regard to speed, the affine approximation controller requires far fewer calculations per iteration. However, both systems are capable of operating at above the typical camera frame rate of 30 Hz .

Discussion of Switching Rules. In this section we describe the three switching rules.
Deterministic Switching. The degree to which a camera motion can be approximated by an affine transformation can be determined by examining the rotation matrix returned by solving the homography. In particular, if the motion can be approximated by an affine solution, then the rotation about the camera $x$ - or $y$ - axes is necessarily very small. We take the RMS value of the rotations about $x$ - and $y$ - and compare them to a threshold value, if the amount of rotation is less than this value, we select the affine solution.

The threshold value is arbitrary, a lower value will force
the system to choose the affine method for larger rotations about the $x$ - and $y$-axes. We have found that, the affine method can zero the error for any motion with a rotation about $y$ or $x$ less then $0.2^{\circ}$. Thus the rotation matrix is calculated at each iteration, and if $\operatorname{RMS}\left(\omega_{x}, \omega_{y}\right)$ is greater than that amount, the homographic method is chosen to reduce that rotation.

Random Switching. The previous switching rule captures the full abilities of the homographic method, but fails to fully utilize the benefits of the affine system in the case of noise. Our second switching rule is to randomly select, with equal likelihood, one controller at each iteration. Random switching has been used in network control systems to handle task routing [25]. A random choice is the simplest decision mechanism, and in a stable hybrid system will result in an averaging of the performance of all systems. However, this may be a dangerous choice for a potentially unstable system.
Biased Random Switching. A compromise can be struck between the two switching methods. At each iteration the affine approximation controller is selected with a probability that is a monotonic function of $\operatorname{RMS}\left(\omega_{x}, \omega_{y}\right)$, since, as noted earlier, a larger value for $\operatorname{RMS}\left(\omega_{x}, \omega_{y}\right)$ indicates that the homographic method is more suitable. However, it still allows for the affine method to occasionally occur. Likewise, the affine method is much more likely to be chosen should the rotation about the $x$ - and $y$ - axes be small, but the homographic method can still occasionally be selected to reduce minor rotations about the $x$ - and $y$ - axes.

### 4.4 Experimental Results

Our experiments were performed using a camera mounted on the end effector of a PUMA 560 robot. The camera is a Sony VFW-V500, which has $640 \times 480$ color pixel display. The lens focal length was 14.4 mm . The feature points consisted of four color dots on a black sheet. The image was thresholded in RBG space to locate the center points of each dot. This provided 4 co-planar feature points.
Experiments presented here consisted of a goal image wherein the camera optical axis was parallel to the normal of the feature point plane, and approximately 0.75 meters away. The initial error image was an oblique view, much closer to the feature point plane with heavy rotation about the camera $y$ - axis, moderate rotation about camera the z-axis, and translation along all axes. The two images can be seen in Figure 3.
We first explored the deterministic switching method. Since there is a great deal of rotation about that the camera $y$ - axis, we expect that it will use the homographic method for the majority of iterations, and switch to using the affine method when the $y$ axis rotation has become very small.


Figure 3: Goal and Initial Image


Figure 4: Deterministic Switching

Figure 4 shows the feature point error, the velocity screw of the vector and the recorded feature point position for each iteration. In the first two graphs, small lines on the bottom of the graph indicate a switch has taken place; a black line indicates the homography method is being used for the following iteration, while a cyan line indicated the affine method will be used. We do see the homographic method used for almost two thirds of the iterations, at which point it switches between the affine solution and the homographic method as the amount of $y$ - axis rotation becomes negligible. The third graphs shows the trajectory the point followed in the image plane. Portions of the lines with a black shadow indicate when the affine method is being used.
Figure 5 shows the results of random switching. All the measured values are much more chaotic. The feature point error tends to be greater, as does the magnitude of the of the velocity screw variables. However, the error is still zeroed in approximately the same amount of time and we also avoid the extremely large initial motion which the homographic method introduced in the deterministic case.


Figure 5: Random Switching


Figure 6: Probabilistic Switching

Finally, Figure 6 shows the probabilistic system. The feature point error is similar to the deterministic method, though it tends to be slightly smaller. Likewise the velocity screw tends to have similar shape and size to the deterministic method. The system is, however, not able to zero the error as quickly as the other switching methods.

### 4.5 Discussion of Stability

While we have not yet established a proof of stability, we will present a brief discussion of what we feel are the main topics. Both systems are PBVS systems, and thus both can use the common Lyapunov function (8),
reproduced below.

$$
\begin{equation*}
V=\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{M} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{r}}^{T} \mathbf{K}_{p} \dot{\mathbf{r}} \tag{16}
\end{equation*}
$$

However, for the affine system there is not guaranteed to be a solution which takes the potential energy function to zero, rather it will take it to a local minimum.

## 5 IBVS/PBVS Switched System Controller

The second switched system presented here is a combination of IBVS and PBVS methods. This system was designed in hopes of using the strengths of each system to counterbalance the weaknesses of the other.

### 5.1 IBVS and PBVS systems

The IBVS system was discussed in section 2.1. At the time of publication, we have not successfully created an iterative or Kalman filter based PBVS system. Thus for experimental results we have elected to use the homography based method described in Section 4.1. As noted there, the the homography based system has performance characteristic of a PBVS system, and should be indicative of how other PBVS systems should perform in a dynamic switching system.

### 5.2 Methodology of System Switching

We have explored the the same types of switching rules for this system as for the Homography/Affine system. Namely a deterministic rule, a random choice of systems, and a probabilistic rule.

Comparison of the Two Controllers. As discussed in Sections 2.1 and 2.2, IBVS systems exhibit optimal performance in the image space. Feature points will tend along straight lines or least distance trajectories towards the goal configuration. However, this can result in non ideal performance in the 3D Cartesian space as unnecessary motions are performed, failure can result from the robot reaching a singular position or reaching the end of the task space.
In contrast, PBVS systems perform optimally in the Cartesian space, moving the camera straight to the goal position. However feature points can be lost during the process, resulting in system failure.
Deterministic Switching. We simply attempt to avoid the weaknesses of both systems by switching when the current system is approaching a problematic state. We determine a threshold level for how far the feature points will be allowed to stray from the center of the image, as well as a threshold on the distance we will allow the camera to move from the feature points. At each iteration, we compare each switching paramater to its treshold. If the feature points are closer to their threshold we select IBVS to bring them towards goal; if the camera distance
is closer to it's threshold we select PBVS to bring the camera towards goal.
Random Switching. Again, a simple binary random variable is used to select between the two systems with equal probability.
Biased Random Switching. The deterministic levels discussed above are now used as part of probabilistic function used to determine the next system used. The farther the camera is from the image plane, the more likely the system is to choose the PBVS method. Likewise, the farther the feature points are from the image center, the more likely a the system is to choose to use IBVS. The probability will be unity at either threshold level defined for the deterministic switching.
Like the determinstic system, we see how close each switching paramater is to it's threshhold. We focus on the more pressing paramter, and divide it by its threshold. We then create a random number between 0 and 1 . If the random number is smaller than the the divided parameter, ue we choose the method we would have chosen under deterministic switching. If the random umber is larger, we choose the alternate method.

### 5.3 Experimental Results

Due to errors in precisely measuring the offset of the focal point of our mounted camera to the end effector, the IBVS system did not perform ideally in our experiments. The system did not always reduce the feature point error, though it did perform expected motions such as camera retreat during rotation. For this reason we first present a series of simulation to show performance under ideal conditions. We will then present the results of our experiments. We feel that the fact that the systems worked well, even when the subsystems did not perform properly, is a testiment to the strength of the switching method.
For the simulations we have a goal image where the feature points are close to the image border, and an error image where the camera is rotated by $160^{\circ}$ about the optical axis. This is an extremely difficult task for the indivisual subsystems. In our simulations, using only the PBVS method would result in a loss of the feature points, and using only the IBVS method induced a camera retreat of 10 meters. Either of these would likely cause failure in a physical system. All three methods of switching systems were successfully able to zero the error.

The first simulation shows the deterministic switching system. Figure 7 Shows the feature point errors, the velocity screw, the value of our switching parameters and the feature point positions at each iteration. Tick marks at the bottom of the graphs show the system currently being used: black for IBVS, cyan for PBVS. The color of the lines regarding position follow the same color scheme regarding which system is determining the motion.

The feature points begin far from the center of the image,


Figure 7: Deterministic Switching
so we begin in IBVS mode to bring the points towards the goal. Indeed, the maximum error decreases, along with a sharp increase in the distance of the camera from the feature points. We enforced a threshold of 1 meter for the camera distance, so the camera performs a number of switches, keeping both distance and feature error below their threshold. when the majority of rotation is performed and camera retreat no longer occurs, the system settles into IBVS to complete the motion.
Figure 8 shows results for the random switching method. The feature points are kept within the image, but the camera retreats past the threshold we set for the deterministic method. Our final simulation result is for probabilistic switching, shown in Figure 9. The feature point excursion is kept extremely low, and the camera distance is generally a bit lower than that experienced under the deterministic method.
We conducted experiments for a very similar situation, feature points close to the image edge and a large amount of rotation. We used the same camera, robot and feature points described in Section 4.4; examples of the goal image and initial offset image are shown in Figure 10. Both subsystems failed for this task. PBVS lost the feature points, and IBVS, experienced a great deal of camera retreat before ultimately losing the feature points when making rotations.
The figures show the same data we presented in the simulated results, with some subtle changes. The graphs of both the feature point error and feature point trajectories have the color of the dot they correspond to, and trajectories with a black shadow indicate that PBVS was used to


Figure 11: Deterministic Switching
is a brief period where both camera distance and increase, then IBVS is able to begin reducing the feature point distance again while increasing the camera distance. Finally PBVS takes over and is able to reduce both. The system is unable to completely zero the feature point error, after 250 iterations when visual servoing was halted. The only remaining motion was translation along the optical axis.
Results for random selection are seen in Figure 12. The feature distance from the image center is higher than seen in the deterministic method, but the camera retreat is kept much lower. Due to the lower camera retreat, the system is able to zero the error faster than either the deterministic or probabilistic methods. However, the maximum feature point distance is 250 pixels; clearly, this must be along the horizontal image axis, or the feature point would have left the field of view and the system would have failed. This indicates a potential for system failure using the random method, though the system never failed during our experiments.

The probabilistic method is presented in Figure 13 The method choices are identical to the deterministic method for the first thirty iterations or so, thus the graphs are ex-


Figure 12: Random Switching


Figure 13: Probabilistic Switching
tremely similar. After this point the switching does become fairly random, though the velocity screw is the only graph where there is much evidence of change. This system is also unable to completely zero the error after 250 iterations.
In figures 14,15 and 16 we repeated the experiments of section 4.4 for an oblique view. For this task, both subsystems are capable of zeroing the feature point error, and camera retreat is not a dangerous factor here. The deterministic and probabilistic methods again perform very similarly. The random system is able to zero the error more quickly than the other two methods, but, in general, experiences a larger feature point error.

Figure 14: Deterministic Switching


Figure 15: Random Switching

### 5.4 Discussion of Stability

As mentioned in section 3, there are two potential ways to establish stability of this switched system that seem fruitful. The two Lyapunov functions, (5) and (8), for the IBVS and PBVS systems, respectively, are reproduced below with an added notation to distinguish the potential energy matrices $\mathbf{K}_{p}$.

$$
\begin{align*}
V & =\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{M} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{f}}^{T} \mathbf{K}_{p I B} \dot{\mathbf{f}}  \tag{17}\\
V & =\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{M} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{r}}^{T} \mathbf{K}_{p} \dot{\mathbf{r}} \tag{18}
\end{align*}
$$

These functions are extremely similar, and according to [19]both have the same time derivative, (6). Therefore it


Figure 16: Probabilistic Switching
seems promising that we can find a common Lyapunov function for both systems. Indeed, using (1) we can give (5) the same form as 8 .

$$
\begin{equation*}
V=\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{M} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{r}}^{T} \hat{\mathbf{K}}_{p P B} \dot{\mathbf{r}} \tag{19}
\end{equation*}
$$

where $\hat{\mathbf{K}}_{p P B}=\mathbf{J}_{\mathbf{i m}}{ }^{T} \mathbf{K}_{p I B} \mathbf{J}_{i m}$. We now have a common Lyapunov function, however the matrix $\hat{\mathbf{K}}_{p P B}$ is time varying and dependent upon $\tilde{\mathbf{W}}$. The effects this will have on the proof of stability have not yet been explored.
Alternately we can leave the Lyapunov functions independent, but focus on their similarities. The magnitude of both functions differ only in the potential energy portion. Due to the performance characteristics of the systems, it is possible that a decrease in the potential energy of one function will be accompanied by an increase in the other, e.g. camera retreat reduces the feature point error and the IBVS energy function, but increases camera distance and the PBVS energy function. If it can be established or enforced that the system only switches when the current energy function has been brought below the last value of the energy function before the previous switch (Figure 2), then stability can be assumed.

## 6 Conclusion

We have presented two dynamic switching visual servo systems. Each system is composed of two very different subsystems, each a visual servo system in its own right, and a decision maker that chooses which system to use at each iteration depending on the current state of the camera or image features. Simulation and experimental results are extremely promising, in some cases allowing
for successfully completing a task when either subsystem would fail alone. We investigated several basic switching rules to see how this affected performance. While there remains room for future experimentation and mathematical establishment of stability, the results seen thus far are compelling.
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#### Abstract

A control architecture for visual servoing is discussed. A basic comparison is given between position-based and feature-based schemes. Also an architecture based on the human brain motor control is presented. The model has five hierarchical modules: motoneurons, premotor interneurons, pattern generator, parameter selection and action planning. In this architecture, the effectors including biophysical properties receive the commands from motoneurons; the premotor interneurons and motoneurons are implemented as a servo module; the pattern generator corresponds to the motion planner; and the parameter selection is realized by adaptation module. The afferent information is the feedback signal and the efferent information corresponds motion command and parameter adaptation. This architecture is implemented on a DSP network system with a high-speed vision, a dextrous hand and a 7 DOF manipulator. An example of task, grasping/handling of a dynamically moving object, is realized. The results show responsive and flexible actions that exhibit the effectiveness of the proposed hierarchical modular structure.


## 1 Introduction

Human beings have high ability to achieve dynamical tasks based on visual information feedback. Ball games such as baseball, football and tennis are good examples that require vision-based dynamical tasks. Hitting a cockroach with folded newspaper is a little more difficult because the dynamics of the object motion is unknown. To realize such ability it is essential to measure the dynamically changing environment and the moving object in real-time. The object motion model learned by training may be an important help but real-time visual feedback is necessary since model construction should be done through visual measurement. Thus use of real-time sensory feedback of vision as well as other sensors is essential [1, 2].

Visual servoing schemes proposed so far can be classified into two categories: position-based and featurebased. Discussion on the difference have been done in many references but discussion based on human architecture has not been found. Since human architecture provides us important suggestions, a review is given below.

Limiting the task to grasping, several applications of real-time sensory (mainly visual) feedback have been studied. Allen et al. realized grasping of a toy train based on the optic flow field [3]. Hong et al. realized grasping of a flying ball using stereo visual feedback [4]. Jägersand et al. realized grasping using visual servo with model estimation [5]. Namiki et al. developed a high-speed grasping system using visual feedback at the cycle time of 1 ms [6]. For the grasping tasks realized so far, the visual feedback is used only for position control of the gripper.
However, the visuo-motor loop in human brain controls not only hand position. At least, the shape of the hand and the directions of both eyes are simultaneously controlled. Moreover, the sensory outputs from other sensors (afferent information) and the information of arm motion command (efferent copy) interact in the visuo-motor loop. A model of this motor control architecture is shown in Figure 1 [7]. It illustrates the many structural/functional levels on which sensory and motor pathways interact.
In this paper, a control architecture for visual servoing is discussed. Some comparison on position-based and feature-based architecture is given. Also an architecture based on the human brain motor control is presented. The hierarchical parallel processing architecture is proposed based on the hierarchical efferent/afferent interaction model for human visuomotor control system. The hierarchical structure of the proposed architecture is appropriate for multiple heterogeneous tasks. Grasping is a good example of a coordination of heterogeneous tasks, such as tracking control of active vision, position control of the arm and preshaping of the hand. Thus we developed


Figure 1: Efferent/afferent interaction model
a real-time system that realizes very quick grasping tasks. Experimental results of high-speed tracking, grasping, manipulation and collision avoidance are presented to demonstrate the effectiveness of the proposed hierarchical parallel processing architecture.

## 2 Basic Discussion: position or feature?

To clarify the difference between position-based and feature-based visual servoing, we consider a simple example. Suppose a 2 link robot and a pair of cameras shown in Figure 2. The robot is controlled on the basis of the image obtained by the stereo cameras. The robot can move in a horizontal plane and the cameras are placed in parallel on the plane. Let the optical axes of the cameras be in parallel to the $z$ axis. The image plane is perpendicular to the $z$ axis and the base line length is $b$.
In left camera, let the hand image be $l_{h}$ and the goal image be $l_{g}$. In right camera, the hand and goal images are $r_{h}$ and $r_{g}$, respectively. For the robot, let the joint angle be $\theta=\left(\theta_{1}, \theta_{2}\right)$, link length be


Figure 2: 2 Link Arm with Stereo Setup
$a=\left(a_{1}, a_{2}\right)$, hand position be $h=\left(h_{x}, h_{z}\right)$. The goal position is $g=\left(g_{x}, g_{z}\right)$.

### 2.1 Position-based Scheme

Imaging Model. We denote the imaging model by $C_{g}: g \rightarrow \xi_{g}$, where $\xi_{g}=\left(l_{g}, r_{g}\right)$ is the goal image in both cameras. Simple calculation yields

$$
\begin{equation*}
l_{g}=f \frac{g_{x}+b / 2}{g_{z}}, \quad r_{g}=f \frac{g_{x}-b / 2}{g_{z}} \tag{1}
\end{equation*}
$$

where $f$ is the focal length.
Stereo Model. The stereo model $E_{g}: \xi_{g} \rightarrow \hat{g}$ is the inverse of (1), i.e.,

$$
\begin{equation*}
\hat{g}_{x}=\hat{f} \frac{\hat{b}\left(l_{g}+r_{g}\right)}{d_{g}}, \quad \hat{g}_{z}=\hat{f} \frac{\hat{b}}{d_{g}} \tag{2}
\end{equation*}
$$

where $d_{g}=l_{g}-r_{g}$ is called disparity. It is well known that disparity is important in 3D reconstruction of human. Error in the estimate of goal position $\hat{g}$ is due to the error of camera's internal and external parameters (in this example, only $\hat{f}$ and $\hat{b}$ are used).

Kinematic Model. If one estimates the hand position from the joint angle measurements $\theta$, kinematic model $\hat{K}: \theta \rightarrow \hat{h}$ where

$$
\begin{align*}
& \hat{h}_{x}=\hat{l}_{1} \cos \theta_{1}+\hat{l}_{2} \cos \left(\theta_{1}+\theta_{2}\right) \\
& \hat{h}_{z}=\hat{l}_{1} \sin \theta_{1}+\hat{l}_{2} \sin \left(\theta_{1}+\theta_{2}\right) \tag{3}
\end{align*}
$$

are necessary. The kinematic parameters ( $\hat{l}_{1}, \hat{l}_{2}$ in this example) affects the hand position accuracy.


Figure 3: Position-based Stereo

Control Law. Assume that the robot has perfect velocity controller (the command velocity is assumed to be perfectly realized). Then a very simple resolved motion velocity control law can be used. Since the relationship between the joint and hand velocities are given by

$$
\begin{align*}
J_{a} & =\frac{\partial h}{\partial \theta}  \tag{4}\\
& =\left[\begin{array}{cc}
-l_{1} \sin \theta_{1}-l_{2} \sin \left(\theta_{1}+\theta_{2}\right) & -l_{2} \sin \left(\theta_{1}+\theta_{2}\right) \\
l_{1} \cos \theta_{1}+l_{2} \cos \left(\theta_{1}+\theta_{2}\right) & l_{2} \cos \left(\theta_{1}+\theta_{2}\right)
\end{array}\right],
\end{align*}
$$

the control law becomes as follows:

$$
\begin{equation*}
\dot{\theta}=\lambda \hat{J}_{a}^{-1}(\hat{g}-\hat{h}) \tag{5}
\end{equation*}
$$

The elements of the matrix $J_{a}$ includes the kinematic parameters, the error in kinematic parameters can affect the closed loop stability. The block diagram of this control scheme is shown in Figure 3.

Robustness. If there are errors in the model $E$ or $\hat{K}$, the feedback, which tries to $\hat{h} \rightarrow \hat{g}$, will not work to eliminate the model errors; and thus $h$ will not converge to $g$. This fact can be easily understood from the block diagram (Figure 3).
If $E$ and $\hat{K}$ are accurate enough, then the condition for convergence of $h$ to $g$ depends on $\hat{J}_{a}$. By considering a Lyapunov function candidate as

$$
\begin{equation*}
V=(h-g)^{T}(h-g) \tag{6}
\end{equation*}
$$

then it is easy to verify that the condition is: $J_{a} \hat{J}_{a}^{-1}>0$. This is due to

$$
\begin{equation*}
\dot{V}=-2 \lambda(h-g)^{T} J_{a} \hat{J}_{a}^{-1}(h-g) \tag{7}
\end{equation*}
$$

and this condition is much milder than the assumption " $E$ and $\hat{K}$ are accurate enough."

### 2.2 Position-based Scheme II

If one can observe the hand by cameras, the hand position can be estimated using vision. Let the imaging model for hand be $C_{h}$ and stereo model for hand position estimation be $E_{h}$. Then the block diagram of this control scheme becomes Figure 4.


Figure 4: Position-based Stereo II

In this case we do not need $\hat{K}$. It is easy to confirm that, if $E_{g}$ and $E_{h}$ use the same camera parameters, the parameter error do not affect the task accuracy. For example if $b$ and $f$ are modeled as $b^{\prime}$ and $f^{\prime}$, respectively, then the effects of the estimation error on $\hat{g}$ and $\hat{h}$ become the same $\left(\frac{b^{\prime} f^{\prime}}{b f}\right)$. Thus this control scheme guarantees the task accuracy even under parameter uncertainty. The closed loop robustness condition is the same as the previous position-based scheme.

### 2.3 Feature-based Scheme

In feature-based scheme the hand image is directly controlled. The relationship between the joint and hand image $\xi_{h}=\left(l_{h}, r_{h}\right)$ velocities is given by

$$
\begin{equation*}
J_{i}=\frac{\partial \xi_{h}}{\partial \theta}=\frac{\partial \xi_{h}}{\partial h} \frac{\partial h}{\partial \theta} . \tag{8}
\end{equation*}
$$

It is straightforward to compute

$$
\frac{\partial \xi_{h}}{\partial h}=\left[\begin{array}{cc}
f \frac{b}{2 h_{x}} & -f \frac{h_{x}+b / 2}{h_{z}^{2}}  \tag{9}\\
-f \frac{b}{2 h_{x}} & -f \frac{h_{x}-b / 2}{h_{z}^{2}}
\end{array}\right]=\left[\begin{array}{cc}
d_{h} / 2 & -l_{h} d_{h} / f b \\
-d_{h} / 2 & -r_{h} d_{h} / f b
\end{array}\right] .
$$

where $d_{h}=l_{h}-r_{h}$ the disparity. The matrix $\frac{\partial h}{\partial \theta}$ is given in (4). A resolved motion rate control for hand image becomes as follows:

$$
\begin{equation*}
\dot{\theta}=\lambda \hat{J}_{i}^{-1}\left(\xi_{g}-\xi_{h}\right) \tag{10}
\end{equation*}
$$

The block diagram of this control scheme is depicted in Figure 5.
This control scheme do not need the kinematic model nor the stereo model, thus the task accuracy is not affected by the uncertainties in these parameters. Though, the matrices $\frac{\partial \xi_{h}}{\partial h}$ and $\frac{\partial h}{\partial \theta}$ includes these parameters, the estimation error in $J_{i}$ is not very significant because the closed loop stability is guaranteed when $J_{i} \hat{J}_{i}^{-1}>0$. However, one should note that the stability of this control scheme is local and the task definition is not very flexible (suppose a task to keep constant the distance between hand and moving object: how do you define the reference image?).


Figure 5: Feature-based Stereo


Figure 6: Model of Saccade
quires sensory processing of variable complexity and may even involve internal maps or representation of the animal and its relation to its environment.
Note that the hierarchical representation of the control functions does not necessarily correspond to separate structural levels in the nervous system.

## 4 A Model for Saccade

When the eyes track a moving stimulus, there is a slow phase of eye movement to keep the gaze focused on the object (smooth pursuit); when the eyes move to focus on a different point, the eyes snap to the new position in a rapid movement (saccade) [8]. In this section the model of saccade control is considered. Two hypotheses can be made on the model of saccade: one is the image-based and the other is the position-based. The image-based scheme assumes that the motion is generated to compensate the error between the target image in retina and the center of retina. In the position-based hypothesis, the brain constructs the object position in 3D space to control the position estimation.
A model of saccade proposed by Zee [9] is shown in Figure 6. The block $M$ is the eye muscle and the signal $E$ stands for the eye direction. The target position is $T$ and the retina image is $R$. The block $D$ means a delay, $P$ and $G$ are the gain block. The signals $v$ and $p$ are the velocity and position parts in the motion control command. The brain estimates the target direction $\tilde{T}$ from the visual information of the retina $R$ and the direction of eye with respect to the head $\tilde{E}$. After a delay of about 0.2 second, saccade motion is started. At the beginning of the motion the brain compares the directions of eye and target, and until the difference becomes sufficiently small the brain commands the eye to keep moving.
This model has two important engineering interpretation. One is that the brain continuously monitors the directional error between the eye and the target to generate the motion command. The other is that the brain integrates the temporal information (di-
rection of motion of the eye) and spatial information (retinal image).
From biological experiments it is proved that the eye direction signal is composed of two different signals $\tilde{E}$ and $\hat{E}$. First is the afferent signal from proprioceptor (sensor signal) and the other is the copy of efference signal (copy of motion command). The sensor signal includes about 10 ms delay because it fires after eye completes its motion. On the other hand, the efference copy do not include the delay. However the efference copy requires learning based on proprioceptor signal to keep the accuracy.
The efference copy is used in the inner feedback loop to servo the eye direction. Since the proprioceptor signal include large delay it is not suitable for stabilization. On the other hand, the proprioceptor signal is used in conjunction with the retina image to reconstruct the object direction. This outer loop feedback composes a position-based visual servo system.

## 5 Usage of Visual Feedback

### 5.1 Feedback for servo control

Part (a) in Figure 7 shows an example of servo control in which a hand is controlled by observing the positional error through vision. When the vision sensor is slow compared to the arm dynamics, the vision feedback is used as an outer loop of the joint servo loop and an inner servo loop based on efference copy becomes necessary [ 2,10 ]. However, as shown in this example, if the vision system is fast enough to construct direct servo loop, a stable and highly responsive control can be expected.

### 5.2 Desired trajectory generation

Sensory feedback can be used for generating desired hand trajectory. Part (b) in Figure 7 is an example in which the optimal arm trajectory against a moving obstacle is computed by using visual feedback. The servo control system becomes a sublayer of this module.

### 5.3 Task switching

Sensory feedback can be used for switching tasks according to the state of environment. Part (c) in Figure 7 gives an example of task switching in which three subtasks (grasping, object handling, and collision avoidance) are switched according to the state of the environment. To select an optimal subtask in a dynamical changing environment, high-speed feedback is needed. Each subtask requires the trajectory generation module.


Figure 7: Use of real-time sensory feedback

## 6 Hierarchical Sensory Feedback Model

To simplify the problem, it is assumed that the state of the system is uniquely described by a state vector $\boldsymbol{z} \in \boldsymbol{R}^{m_{z}}$. A part of the state can be controlled, e.g. joint angle of the arm and direction of the eye. We assume the existence of a function $\boldsymbol{f}$ that selects the controllable state from the whole state $\boldsymbol{\theta}=\boldsymbol{f}(\boldsymbol{z})$. The controllable state $\boldsymbol{\theta} \in \boldsymbol{R}^{m_{\theta}}$ is called the motion parameter. We also introduce a state of sensor signal $\boldsymbol{s} \in \boldsymbol{R}^{m_{s}}$. It is also assumed that the sensor signal is rich enough to estimate the whole system state.

### 6.1 Control layer

Corresponding to the usage of vision sensor shown in Figure 7 (a), servo control layer is implemented as the levels 1 and 2 of the efferent/afferent interaction model.

Let the number of subtasks that need servo control be $M_{z}$ and let the state concerning each tasks be $\boldsymbol{z}_{i}(\boldsymbol{s}) \in \boldsymbol{R}^{m_{z}}$ for $\left(i=1, \ldots, M_{z}\right)$. For example, let
the first subtask $i=1$ corresponds to the pan motion of the eye and the pan angle $q_{p}$ is the third element of the system state $\boldsymbol{z}$. Then $\boldsymbol{z}_{1}(s)$ selects $q_{p}$ from the sensor output $s$ and maps it to the third element of the state, i.e., $\boldsymbol{z}_{1}=\left[0,0, q_{p}, 0, \ldots, 0\right]^{T}$. If the pan angle control needs other sensor output, $\boldsymbol{z}_{1}$ also picks up the sensor signal, combines the signal with the pan angle and maps the combined signal into the third element.
Then we define the actual state that is estimated from current sensor output as a linear combination of all subtasks

$$
\begin{equation*}
z=\sum_{i=1}^{M_{z}} S_{i}(s) z_{i}(s) \tag{11}
\end{equation*}
$$

The coefficient matrices $S_{i}(\boldsymbol{s}) \in \boldsymbol{R}^{m_{z} \times m_{z}}$ for $i=$ $1, \ldots, M_{z}$ are functions of $s$, sensor output, and are used for adaptation. The adaptation law is described in 6.3. Note that the coefficients are semi positive definite and satisfy $\sum_{i=1}^{M_{z}} S_{i}(s)=I_{m_{z}}$ where $I_{m_{z}}$ is the $m_{z} \times m_{z}$ identity matrix.
We assume that all actuators are velocity-control type and we adopt a simple proportional control law

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}=\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{z}}\left(\boldsymbol{z}_{d}-\boldsymbol{z}\right) \tag{12}
\end{equation*}
$$

where $\boldsymbol{z}_{d}$ is the reference state. Since the purpose of this paper is to present the architecture, we do not discuss the control law. One may use any kind of control law to improve the accuracy. The important point is the estimation of system state (11) and generation of the reference $\boldsymbol{z}_{d}$, which is discussed below.

### 6.2 Planning layer (pattern generation)

The reference trajectory is generated in this layer on the basis of the sensor usage described in Figure 7 (b). This layer corresponds to the level 3 in the efferent/afferent interaction model. To deal with various subtasks, the desired trajectories (for eye direction, arm motion, finger shape and so on) are given as combinations of trajectories for all subtasks.
Let the number of subtasks that affects the control parameters of the system be $M_{d z}$ (which is not necessarily equal to $M_{z}$ ) and let the reference state for each subtask be $\boldsymbol{z}_{d i}(\boldsymbol{s}) \in \boldsymbol{R}^{m_{z}}$ for $\left(i=1, \ldots, M_{d z}\right)$. Then the actual reference state (motion pattern) is generated as a linear combination of each reference state

$$
\begin{equation*}
\boldsymbol{z}_{d}=\sum_{i=1}^{M_{d z}} U_{i}(s) \boldsymbol{z}_{d i}(s) \tag{13}
\end{equation*}
$$

The coefficients $U_{i}(\boldsymbol{s}) \in \boldsymbol{R}^{m_{z} \times m_{z}}$ for $i=1, \ldots, M_{d z}$ are used for adaptation and they are semi positive definite matrices that satisfy $\sum_{i=1}^{M_{d z}} U_{i}(s)=I_{m_{z}}$.


Figure 8: Hierarchical sensory feedback model

### 6.3 Adaptation layer (task selection)

The third layer is the adaptation. This corresponds to the sensor usage of Figure 7 (c). This layer is mainly for the selection of main task among various subtasks. The selection is realized by changing the coefficient matrices $S_{i}(\boldsymbol{s})$ and $U_{i}(\boldsymbol{s})$.
On the basis of these control strategies, a hierarchical parallel processing model is constructed as depicted in Figure 8. Since all feedback loops (including vision loop) have very high sampling rate ( 1 kHz ), adaptation and task selection corresponding to the dynamic changes of the environment can be achieved. Moreover, this computation model has an advantage that the structural change of the control system, e.g., addition or deletion of sensory feedback, is relatively easy because the dependence between tasks and sensors are described explicitly in the definition of the state.

## 7 High-speed Grasping Algorithm

We assume that the system is composed by a 6 -axis manipulator with a multi-finger hand and a monocular vision. Each joint of the finger has a force sensor. The contact force between the fingers and the object can be measured by using them. The task is a series of general manipulation processes, i.e., grasp the object, handle the object, and avoid other objects.

### 7.1 Control algorithm

Suppose that the joint angle vector is $\boldsymbol{\theta}^{a} \in \boldsymbol{R}^{6}$, the position and the orientation of the hand is $\boldsymbol{x}^{a} \in \boldsymbol{R}^{6}$,
the position and orientation of the object is $\boldsymbol{x}^{o} \in \boldsymbol{R}^{6}$, the force and moment observed by the force/torque sensor is $\boldsymbol{F}^{a} \in \boldsymbol{R}^{6}$. The object position is measured by vision and the force is measured by force/torque sensor. Then, on the basis of a typical force control scheme, the desired joint angle velocity $\boldsymbol{v}_{d}^{a} \in \boldsymbol{R}^{6}$ is computed as follows:

$$
\boldsymbol{v}_{d}^{a}=J^{a^{-1}} K^{a}\left(\boldsymbol{x}_{d}-\boldsymbol{x}_{s}\right)-K^{a v} \dot{\boldsymbol{\theta}}^{a}+J^{a^{T}} K^{a f} \boldsymbol{F}^{a}(14)
$$

where $\boldsymbol{x}_{d}$ and $\boldsymbol{x}_{s}$ correspond to the desired and the actual hand positions, respectively. These vectors are defined in the following subsection. The matrix $J^{a} \equiv \frac{\partial \boldsymbol{x}^{a}}{\partial \boldsymbol{\theta}^{a}}$ is the arm Jacobian and the matrices $K^{a}$, $K^{a v}$ and $K^{a f}$ are positive definite diagonal gain. In this equation the first term denotes the position control based on vision sensor ( $\boldsymbol{x}_{d}$ and $\boldsymbol{x}_{s}$ are generated from the object position and the hand position observed by vision sensor), the second term denotes the velocity feedback, and the third term is the force feedback using the force/torque sensors.

### 7.2 Task encoding

The variables appeared in the first term of (14) are defined as follows:

$$
\begin{align*}
\boldsymbol{x}_{d} \equiv & \left(I_{6}-G^{a}\right)\left(I_{6}-G^{m}\right)\left(I_{6}-G^{s}\right) \boldsymbol{x}^{o} \\
& +\left(I_{6}-G^{a}\right)\left(I_{6}-G^{m}\right) G^{s} \boldsymbol{x}_{d}^{a} \\
& +\left(I_{6}-G^{a}\right) G^{m} \boldsymbol{x}_{d}^{o}+G^{a} \boldsymbol{x}_{d}^{c}  \tag{15}\\
\boldsymbol{x}_{s} \equiv & \left(I_{6}-C^{m}\right) \boldsymbol{x}^{a}+C^{m} \boldsymbol{x}^{o}, \tag{16}
\end{align*}
$$

where $\boldsymbol{x}_{d}$ is the reference trajectory generated by integrating desired trajectories of the subtasks and $\boldsymbol{x}_{s}$ is the actual controlled position. The reference is a function of the object position $\boldsymbol{x}^{o}$, the desired handling trajectory $\boldsymbol{x}_{d}^{o}$, the desired avoidance trajectory $\boldsymbol{x}_{d}^{c}$ and the desired reaching trajectory $\boldsymbol{x}_{d}^{a}$. The matrices $G^{a}$ and $G^{m}$ select the subtasks and the matrix $G^{s}$ divide the workspace into tracking and reaching subspaces. The vector $\boldsymbol{x}_{s}$ denotes the task dependent state of the system generated by combining the visual information $\boldsymbol{x}^{o}$ with the internal sensor information $\boldsymbol{x}^{a}$ (the fingertip position computed from the joint angle measurement $\boldsymbol{\theta}^{a}$ ). The matrix $C^{m}$ switches the controlled point (If the hand is holding the object the controlled point becomes the object. Otherwise, the controlled point is the fingertip).

### 7.3 Selection matrices

The coefficient matrices appeared in (15) and (16) are defined as follows:

$$
\begin{align*}
G^{s} & =\operatorname{diag}(1,0,0,0,1,1) \\
G^{m} & =\operatorname{diag}\left(g_{i}^{m}\right), \quad i=1,2, \cdots, 6 \tag{17}
\end{align*}
$$

$$
\begin{align*}
g_{i}^{m} & = \begin{cases}1 & \left(1<\bar{g}_{i}^{m}\right) \\
\bar{g}_{i}^{m} & \left(0 \leq \bar{g}_{i}^{m} \leq 1\right) \\
0 & \left(\bar{g}_{i}^{m}<0\right)\end{cases}  \tag{18}\\
\bar{g}_{i}^{m} & =\int_{t^{\prime}=0}^{t} \gamma_{i}^{m} \operatorname{sgn}\left(\tau^{h}\left(t^{\prime}\right)-\tau_{o}^{h}\right) d t^{\prime}
\end{aligned}, \begin{aligned}
& \sum_{i=1}^{4} \boldsymbol{\tau}_{i}^{h^{T}} H_{i} \boldsymbol{\tau}_{i}^{h}  \tag{19}\\
& \tau^{h}= \\
& G^{a}=\operatorname{diag}\left(g_{i}^{a}\right), \quad i=1,2, \cdots, 6  \tag{20}\\
& g_{i}^{a}=\frac{1}{1+\exp \left(\gamma_{i}^{a}\left(l-l_{o}\right)\right)} \\
& C^{m}=C^{\alpha} G^{m} \tag{21}
\end{align*}
$$

where $\tau^{h}$ shows the size of the weighted average of the joint torque of the hand $\boldsymbol{\tau}_{i}^{h} \in \boldsymbol{R}^{3}, \tau_{o}^{h} \in \boldsymbol{R}$ is a threshold, $l \in \boldsymbol{R}$ shows the distance between the manipulated object and the obstacle, and $l_{o} \in \boldsymbol{R}$ is a threshold for adjusting the distance in which avoidance motion starts. The matrices $C^{\alpha}, H_{i}$ and the scalers $\gamma_{i}^{m}, \gamma_{i}^{a}$ are appropriate constants.

### 7.4 Encoded arm subtasks

The arm control law (14), (15) and (16) are switched according to the subtasks, i.e., tracking and reaching; handling and collision avoidance. During these subtasks, the control law can be simplified as follows:

Tracking and Reaching. In these subtasks, since the fingers do not touch the object, the finger joint torque is zero $\left(\tau^{h}=0\right)$ and thus the selection matrices satisfy $G^{m}=O_{6}$ and $G^{a}=O_{6}$. Therefore the control law (14) becomes

$$
\begin{align*}
\boldsymbol{v}_{d}^{a}= & J^{a^{-1}} K^{a}\left\{\left(I_{6}-G^{s}\right)\left(\boldsymbol{x}^{o}-\boldsymbol{x}^{a}\right)+G^{s}\left(\boldsymbol{x}_{d}^{a}-\boldsymbol{x}^{a}\right)\right\} \\
& -K^{a v} \dot{\boldsymbol{\theta}}^{a}+J^{a^{T}} K^{a f} \boldsymbol{F}^{a}, \tag{22}
\end{align*}
$$

where the tracking motion $\left(I_{6}-G^{s}\right)\left(\boldsymbol{x}^{o}-\boldsymbol{x}^{a}\right)$ is orthogonal to reaching motion $G^{s}\left(\boldsymbol{x}_{d}^{a}-\boldsymbol{x}^{a}\right)$, there is no interference between them.

Handling. After grasping the object, the subtask is switched to handling mode. When the grasp is stiff, the switching function $g_{i}^{m}$ becomes unity. Thus the selection matrices are given by $G^{m}=I_{6}$ and $G^{a}=O_{6}$. Then the control law (14) is described by

$$
\boldsymbol{v}_{d}^{a}=J^{a^{-1}} K^{a}\left(\boldsymbol{x}_{d}^{o}-\boldsymbol{x}_{s}^{o}\right)-K^{a v} \dot{\boldsymbol{\theta}}^{a}+J^{a^{T}} K^{a f} \boldsymbol{F}(2,3)
$$

where $\boldsymbol{x}_{s}^{o} \equiv\left(I_{6}-C^{\alpha}\right) \boldsymbol{x}^{a}+C^{\alpha} \boldsymbol{x}^{o}$ is the controlled position generated by combining the visual information with the internal sensor information.

Collision avoidance. After grasping, if other objects appear in the viewing area then the subtask is switched to collision avoidance mode. In this subtask


Figure 9: Block diagram
the selection matrices become $G^{m}=I_{6}$ and $G^{a}=I_{6}$. Thus the control law (14) is given by

$$
\boldsymbol{v}_{d}^{a}=J^{a^{-1}} K^{a}\left(\boldsymbol{x}_{d}^{c}-\boldsymbol{x}_{s}^{o}\right)-K^{a v} \dot{\boldsymbol{\theta}}^{a}+J^{a^{T}} K^{a f} \boldsymbol{F}(24)
$$

Note that the avoidance force is generated by the term $\left(\boldsymbol{x}_{d}^{c}-\boldsymbol{x}_{s}^{o}\right)$ which is obtained by combining the visual information with the internal sensor information. The desired trajectory for collision avoidance is defined by

$$
\boldsymbol{x}_{d}^{c} \equiv \begin{cases}\boldsymbol{x}_{s}^{o}+\left[\begin{array}{cl}
\boldsymbol{n}^{l}\left(l_{o}-l\right) \\
\mathbf{0}
\end{array}\right] & \text { if } l_{o}-l>0  \tag{25}\\
\boldsymbol{x}_{s}^{o} & \text { otherwise }\end{cases}
$$

where $\boldsymbol{n}^{l} \in \boldsymbol{R}^{3}$ is the unit vector in the direction from the obstacle to the manipulated object.

## 8 Experiment

### 8.1 Experimental system

The experimental system is the 1 ms sensory-motor fusion system [11]. This system consists of a hierarchical parallel processing system, an active vision, a 7 -axis axis arm, and a 4 -fingered hand. The hierarchical parallel processing system is a multiprocessor system with eleven general-purpose floatingpoint DSPs. The active vision is a 2 -DOF actuator (tilt and pan) and a high-speed vision chip system SPE-256 (resolution: $16 \times 16$ pixel) [12] is mounted on it. The hand is a 4 -fingered 14 -DOF system that has force sensors in each joint. The cycle time of whole system control is 1 ms .

### 8.2 Experimental result

We assume that the handling subtask is to keep the object at a specified position. Part (a) of Figure 10 , shows the time response of object and hand trajectories. After grasping, obstacle trajectory is also shown. It illustrates that tracking, grasping, handling and collision avoidance subtasks are carried out. To show the subtask switching mechanism, the time responses of coefficients for adaptation $G^{a}$ and $G^{m}$ is given in part (b) and the time response of the grasping torque $\tau^{h}$ is given in part (c). Task switching from the reaching subtask to the object handling subtask is realized by the change of the coefficient matrix $G^{m}$ according to the grasping torque $\tau^{h}$. The task switching from the object handling subtask to the collision avoidance subtask is realized by the change of the coefficient matrix $G^{a}$ due to the approach of the obstacle. In Figure 11 the total manipulation process is shown as a continuous sequence of pictures every 0.3 s .

## 9 Conclusion

In this paper, a hierarchical parallel processing model based on high-speed sensory feedback is proposed. On the basis of this model, grasping and manipulation tasks are realized. It is shown that the system is highly responsive and flexible to the dynamic changes of an environment. The proposed algorithm for multiple heterogeneous subtasks is well suited for hierarchical efferent/afferent interaction model. The experimental results demonstrate that the manipulation is adaptable to dynamic changes of an environment and the adaptation can be realized by using the real-time sensory feedback.
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#### Abstract

Visual control of robot motion may benefit from enhanced camera field of view. With traditional cameras the available fields of view are only enough to view a region around the observed object (for eye-in-hand systems) or around the end-effector (for independent-eye systems). Central catadioptric systems have larger fields of view thus allowing the entire robot AND the surrounding objects to be imaged with a unique camera. Therefore, the whole robot's articulated mechanism can be observed and its joints can be tracked and controlled simultenously. This results in a new visual robot control concept where tracking and control are embedded together. Key to the understanding of both servoing and tracking is the central catadioptric Jacobian matrix linking the robot's joint velocities to image observations. In spite of a more complex projection matrix associated with catadioptric sensors, we study the catadioptric Jacobian matrix and we show that it does not introduce any additional singularity with respect to the traditional pinhole camera model. Experiments showing a rigid body being tracked with a catadioptric camera are described.


## 1 Introduction

Machine vision provides noncontact measurements of the world, extending the robot ability to oper-
ate in circumstances and environments which can not be accurately controlled. The approach of controlling motion using visual information is referred in the literature as visual servoing. Visual control of motion has been the object of intensive research in the last years. Several applications have been described for pose estimation [3], robot navigation [13] and positioning tasks of robotic manipulators [1, 2].

Visual servoing applications can benefit from sensors providing large fields of view. The advantages of omnidirectional imaging in egomotion recovery from video were first discussed in [5]. Ambiguities and confusion between translation and rotation may arise whenever the translation direction lies outside the camera field of view. Panoramic sensors overcome this problem making the uncertainty of egomotion estimation independent of the direction of motion. More recently Aloimonos et al. proposed a spherical eye built with six cameras specifically designed for egomotion recovery [10]. Enhanced fields of view can also be advantageous for positioning tasks of robotic manipulators. The approaches to this problem are traditionally classified in two groups: position based and image based visual servoing [4]. In the former the control input is defined in the 3D task space. The pose of the target is estimated from image features based on the knowledge of a geometric model of the object and the camera calibration [1]. With only one camera there are ambiguities and singularities in pose estimation and the target can get out of the
field of view during the tracking. In [3] a multiple camera approach is used to cope with these difficulties. Panoramic imaging can also overcome the refered problems avoiding multiple view geometry and calibration of several cameras.

One effective way to enhance the field of view of a camera is to use mirrors. The general approach of combining mirrors with conventional imaging systems is referred to as catadioptric image formation. In [6], Baker and Nayar derive the entire class of catadioptric systems with an unique viewpoint. Central catadioptric systems can be highly advantageous for many applications because they combine two important features: a single projection center and a wide field of view. Applications of these sensors in visual servoing, mainly for robot navigation purposes, appear in the literature [10, 13]. However a global theory for visual control of motion using central catadioptric images has never been proposed.

This work introduces the Jacobian matrix $\mathbf{J}$ for a generic central catadioptric system. Matrix J is derived from the central catadioptric mapping function presented in [8]. According to this unifying theory, central catadioptric imaging can be modeled by a generic function $\mathbf{f}_{\mathbf{i}}$, with the type of sensor and shape of the mirror described by a parameter $\xi$. For the particular case of a conventional perspective camera the parameter $\xi$ is null. Thus, by assuming $\xi=0$, the general Jacobian matrix $\mathbf{J}_{\mathbf{g}}$ becomes the well known interaction matrix $\mathbf{J}_{\mathbf{p}}$ introduced the first time in [2]. Moreover it is shown that the derived Jacobian matrix can be decomposed in the product of two matrices $\mathbf{J}_{\mathbf{c}}$ and $\mathbf{J}_{\mathbf{p}}$ $\left(\mathbf{J}_{\mathbf{g}}=\mathbf{J}_{\mathbf{c}} \cdot \mathbf{J}_{\mathbf{p}}\right) . \mathbf{J}_{\mathbf{c}}$ is a $2 \times 2$ matrix that is always invertible which proves that the general catadioptric Jacobian $\mathbf{J}_{\mathbf{g}}$ has exactly the same singularities as the standard perspective Jacobian $\mathbf{J}_{\mathbf{p}}[11,12]$.

Experiments on iterative pose estimation from points in the catadioptric image are performed. The singularities of $\mathbf{J}_{\mathbf{g}}$ and the stability and convergence of image based visual servoing from catadioptric images are discussed. Point-to-contour tracking [3] on omnidireccional images is used to estimate the rigid displacement of objects. The application of the derived framework to control the position of a robotic arm is also discussed.


Figure 1: Central catadioptric projection of a rigid body

## 2 Modelling Central Catadioptric Image Formation

A catadioptric realization of omnidirectional vision combines reflective surfaces and lenses. In [5], Baker et al. derive the entire class of catadioptric systems verifying the fixed viewpoint constraint. The fixed viewpoint constraint is a requirement ensuring that the visual sensor only measures the intensity of light passing through a single point in 3D space. An unique projection center is a necessary condition for the generation of geometrically correct perspective images [5], and for the existance of epipolar geometry inherent to the moving sensor and independent of the scene structure [7]. A central catadioptric system can be built by combining a parabolic mirror with an orthographic camera or an hyperbolic, elliptical or planar mirror with a perspective camera.

Fig. 1 is a scheme of the catadioptric system combining an hyperbolic reflective surface with a perspective camera. Consider the coordinate systems $\Re$ and $\Re_{\text {cam }}$ associated respectively with the mirror and the perspective camera. The hyperbola axis is coincident with the Z-axis of $\Re$, and its foci are coincident with $\mathbf{O}$ and $\mathbf{O}_{\text {cam }}$ (the origins of $\Re$ and $\Re_{\text {cam }}$ ). The latus rectum of the hyperbolic surface is $4 p$ and the distance between the foci is $d$. Light rays incident with $\mathbf{O}$ (the inner focal point) are
reflected into rays incident with $\mathbf{O}_{\text {cam }}$ (the outer focal point). If the projection center of the perspective camera is coincident with $\mathbf{O}_{\text {cam }}$ the the captured light rays go originally through the inner focus of the hyperbolic surface. The effective viewpoint of the grabbed image is $\mathbf{O}$ and is unique. Elliptical catadioptric images are obtained combining an elliptical mirror with a perspective camera in a similar way. In the parabolic situation a parabolic mirror is placed such that its axis is the Z-axis, and its unique finite real focus is coincident with $\mathbf{O}$. Light rays incident with $\mathbf{O}$ are reflected into rays parallel with the Z-axis which are captured by an orthographic camera with image plane perpendicular to the Z-axis. The effective viewpoint is in $\mathbf{O}$ and is unique. A catadioptric system made up of a perspective camera steering a planar mirror also verifies the fixed viewpoint constraint. The effective projection center is behind the mirror in the perpendicular line passing through camera center. Its distance to the camera center is twice the distance between the planar mirror and the camera. Tab. 1 shows the equations of the different reflective surfaces.

In [8] Geyer and Daniilidis introduce an unifying theory for central catadioptric systems. Assume that a point with 3 D coordinates $\mathbf{X}=(X, Y, Z)^{t}$ is projected in $\mathbf{x}_{\mathbf{i}}=\left(x_{i}, y_{i}\right)^{t}$ in the catadioptric image plane (Fig. 1). It can be shown that central panoramic projection is isomorphic to a projective mapping from a sphere to a plane. Consider the scheme of Fig. 2 with the unitary sphere centered in the effective viewpoint $\mathbf{O}$, the point $\mathbf{O}_{\mathbf{c}}$ with coordinates $(0,0,-\xi)^{t}$ and the plane $Z=\psi-2 \xi$ orthogonal to the Z axis. Both $\xi$ and $\psi$ are function of mirror parameters $d$ and $p$ (Tab. 1). The projective ray $\mathbf{x}$ going through $\mathbf{X}$ intersects the spherical sur-


Figure 2: Modelling central catadioptric image formation
face in $\mathbf{Q}=\left(\frac{X}{\rho}, \frac{Y}{\rho}, \frac{Z}{\rho}\right)^{t}$ with $\rho=\sqrt{X^{2}+Y^{2}+Z^{2}}$. A second projective ray $\mathbf{x}_{\mathbf{c}}$ can be defined by joining the intersection point $\mathbf{Q}$ with $\mathbf{O}_{\mathbf{c}}$. The intersection $\mathbf{x}_{\mathbf{i}}$ of the projective ray $\mathbf{x}_{\mathbf{c}}$ with the plane $Z=\psi-2 \xi$ is the catadioptric image of the original point $\mathbf{X}$. Central catadioptric imaging can be modeled by projecting the scene in the sphere surface and then re-projecting these points in the image plane from a novel projection center $\mathbf{O}_{\mathbf{c}}$. If the reflective surface is parabolic then $\xi=1$ and the re-projection is a stereographic projection. For the hyperbolic and elliptical mirror the re-projection center $\mathbf{O}_{\mathbf{c}}$ is inside the sphere in the negative Z axis. The planar mirror is a degenerate case of central catadioptric imaging with $\xi=0$ and $\mathbf{O}_{\mathbf{c}}$ coincident with the effective viewpoint $\mathbf{O}$. Notice that a catadioptric sensor with a planar mirror is equivalent to a conventional perspective camera with a sign inversion in the $Y$ axis.

|  | Mirror Surface | $\xi$ | $\psi$ |
| :--- | :---: | :---: | :---: |
| Parabolic | $\sqrt{X^{2}+Y^{2}+Z^{2}}=2 p-Z$ | 1 | $1+2 p$ |
| Hyperbolic | $\frac{\left(Z-\frac{d}{2}\right)^{2}}{\left(\frac{1}{2}\left(\sqrt{d^{2}+4 p^{2}}-2 p\right)\right)^{2}}-\frac{X^{2}+Y^{2}}{p\left(\sqrt{d^{2}+4 p^{2}}-2 p\right)}=1$ | $\frac{d}{\sqrt{d^{2}+4 p^{2}}}$ | $\frac{d+2 p}{\sqrt{d^{2}+4 p^{2}}}$ |
| Elliptical | $\frac{\left(Z-\frac{d}{2}\right)^{2}}{\left(\frac{1}{2}\left(\sqrt{d^{2}+4 p^{2}}+2 p\right)\right)^{2}}+\frac{X^{2}+Y^{2}}{p\left(\sqrt{d^{2}+4 p^{2}}+2 p\right)}=1$ | $\frac{d}{\sqrt{d^{2}+4 p^{2}}}$ | $\frac{d-2 p}{\sqrt{d^{2}+4 p^{2}}}$ |
| Planar | $Z=\frac{d}{2}$ | 0 | 1 |

Table 1: Column 1: Reflective surfaces for the different cases of central panoramic imaging. Column 2 and 3: Parameters $\xi$ and $\psi$ of the general central catadioptric model


Figure 3: Iterative pose estimation is a regulation control problem. I is the $2 n \times 2 n$ identity matrix. The dashed line corresponds to the feedback loop.

$$
\begin{equation*}
\boldsymbol{f}_{\boldsymbol{i}}(\boldsymbol{X})=\binom{\frac{f_{x}(\psi-\xi) X}{Z+\xi \sqrt{X^{2}+Y^{2}+Z^{2}}}-c_{x}}{-\frac{f_{y}(\psi-\xi Y}{Z+\xi \sqrt{X^{2}+Y^{2}+Z^{2}}}-c_{y}} \tag{1}
\end{equation*}
$$

The catadioptric image is acquired by a camera steering the reflective surface. Assume that that the X and Y camera focal lengths are respectively $f_{x}$ and $f_{y}$ and $\mathbf{C}=\left(c_{x}, c_{y}\right)^{t}$ is the principal point. Equation 1 provides function $\mathbf{f}_{\mathbf{i}}$ which maps points in the scene in the catadioptric image plane $\left(\mathbf{x}_{\mathbf{i}}=\right.$ $\mathbf{f}_{\mathbf{i}}(\mathbf{X})$ ). Any central catadioptric system with $\xi \neq 0$ can be easily calibrated from the image of three lines [9]. If the sensor calibration is known, function $\mathbf{f}_{\mathbf{i}}$ can be simplified by making $f_{x}(\psi-\xi)=f_{y}(\psi-$ $\xi)=1$ and $c_{x}=c_{y}=0$. We will assume without loss of generality that the mapping function is given by equation 2 :

$$
\begin{equation*}
\boldsymbol{f}_{\boldsymbol{i}}(\boldsymbol{X})=\binom{\frac{X}{Z+\xi \sqrt{X^{2}+Y^{2}+Z^{2}}}}{-\frac{Y}{Z+\xi \sqrt{X^{2}+Y^{2}+Z^{2}}}} \tag{2}
\end{equation*}
$$

## 3 Tracking and control

Fig. 1 depicts a moving rigid object observed by a central catadioptric sensor. The referential frame $\Re_{\mathbf{b}}$ is attached to the moving body, $\mathbf{R}$ is the rotation matrix between $\Re_{\mathbf{b}}$ and $\Re$ and $\mathbf{T}$ is the position of $\mathbf{O}_{\mathbf{b}}$ in sensor coordinates. Our goal is to estimate the pose of the rigid body knowing the coordinates $\left\{\mathbf{X}_{b}^{1}, \mathbf{X}_{b}^{2}, \ldots, \mathbf{X}_{b}^{n}\right\}$ of a set of 'n' object points.

Let $\mathbf{X}_{\mathbf{b}}$ be a generic point of the object model. If the pose $(\mathbf{R}, \mathbf{T})$ is known then the point 3 D position in sensor coordinates is $\mathbf{X}=\mathbf{R} \mathbf{X}_{\mathbf{b}}+\mathbf{T}$. From equation 2 it comes that point $\mathbf{X}$ is projected in $\mathbf{x}_{\mathbf{i}}=\mathbf{f}_{\mathbf{i}}(\mathbf{X})$ in the catadioptric image plane. Object
rigid motion implies a change in pose that can be described by a kinematic screw $\delta=(\omega, \mathbf{v})_{\tilde{\mathbf{t}}}^{\mathbf{t}}$. Consider the $3 \times 6$ matrix $\mathbf{J}_{\mathbf{m}}=[\tilde{\mathbf{X}} \mid \mathbf{I}]$ where $\tilde{\mathbf{X}}$ is the skew-symetric matrix of $\mathbf{X}$ and $\mathbf{I}$ is the $3 \times 3$ identity matrix. The 3 D velocity of point $\mathbf{X}$ due to object rigid motion is $\dot{\mathbf{X}}=\mathbf{J}_{\mathbf{m}} \delta$. Moreover if $\mathbf{J}_{\mathbf{i}}$ is the Jacobian matrix of function $\mathbf{f}_{\mathbf{i}}$ (equation 2) and $\mathbf{J}_{\mathbf{g}}=\mathbf{J}_{\mathbf{i}} \mathbf{J}_{\mathbf{m}}$ then the corresponding velocity in the catadioptric image plane is $\dot{\mathbf{x}}_{\mathbf{i}}=\mathbf{J}_{\mathbf{g}} \delta$.

$$
E=\left[\begin{array}{c}
x_{i}^{1}-\hat{x}_{i}^{1}  \tag{3}\\
x_{i}^{2}-\hat{x}_{i}^{2} \\
\vdots \\
x_{i}^{n}-\hat{x}_{i}^{n}
\end{array}\right] \approx\left[\begin{array}{c}
J_{g}^{1} \\
J_{g}^{2} \\
\vdots \\
J_{g}^{n}
\end{array}\right] \hat{\delta}=J \hat{\delta}
$$

Let $\hat{\mathbf{s}}=\left\{\hat{\mathbf{x}}_{i}^{1}, \hat{\mathbf{x}}_{i}^{2}, \ldots, \hat{\mathbf{x}}_{i}^{n}\right\}$ be the set of model points projected in the image accordingly to a certain pose estimation $(\hat{\mathbf{R}}, \hat{\mathbf{T}})$, and $\mathbf{s}=$ $\left\{\mathbf{x}_{i}^{1}, \mathbf{x}_{i}^{2}, \ldots, \mathbf{x}_{i}^{n}\right\}$ the real positions of those points. Vector $\mathbf{E}$ is defined as $\mathbf{E}=\mathbf{s}-\hat{\mathbf{s}}$ and depends on the pose estimation error described by the kinematic screw $\hat{\delta}$. From the above discussion it comes that $\left(\mathbf{x}_{\mathbf{i}}^{\mathbf{j}}-\hat{\mathbf{x}}_{\mathbf{i}}^{\mathbf{j}}\right) \approx \mathbf{J}_{\mathbf{g}}^{\mathbf{j}} \hat{\delta}$ with $j=1,2, \ldots, n$ and $\mathbf{J}_{\mathbf{g}}^{\mathbf{j}}$ the Jacobian matrix $\mathbf{J}_{\mathbf{g}}$ evaluated on the $j^{\text {th }}$ model point. Equation 3 establishes the relationship between the measured image error $\mathbf{E}$ and the error $\hat{\delta}$ on the pose estimation of the rigid body. $\mathbf{J}$ is a $2 n \times 6$ matrix comprised by the Jacobian matrix $\mathbf{J}_{\mathbf{g}}$ evaluated in the 'n' points of the object model. The objective is to update the pose estimation such that the image of the model becomes coincident with the object image and the measured error vector $\mathbf{E}$ converges to zero.

$$
\left\{\begin{array}{l}
E(k+1)=I E(k)+J \delta(k)+J U(k)  \tag{4}\\
Y(k)=E(k)
\end{array}\right.
$$

The problem stated in the previous paragraph can be formulated as a regulation control problem. Consider the system whose block diagram is depicted in Fig. 3. The state vector is the error $\mathbf{E}(\mathbf{k})$ measured in the catadioptric image, the system input matrix is $\mathbf{J}$ (equation 3), and the system output is $\mathbf{Y}(\mathbf{k})$ which must be zero. Accordingly to the system state-space equation 4 the pose change $\delta$ acts as a perturbation disturbing the output $\mathbf{Y}(\mathbf{k})$. The purpose is to find a state feedback controller $\mathbf{L}$ such that if $\mathbf{U}(\mathbf{k})=-\mathbf{L E}(\mathbf{k})$ then the disturbance is rejected and the system state converges to zero.

$$
\begin{gather*}
L=\left(J^{t} J\right)^{-1} J^{t} \\
\left\{\begin{array}{l}
E(k+1)=\left(I-J\left(J^{t} J\right)^{-1} J^{t}\right) E(k)+J \delta(k) \\
Y(k)=E(k)
\end{array}\right. \tag{6}
\end{gather*}
$$

The least squares solution of equation 3 is $\hat{\delta}(\mathbf{k})=$ $\left(\mathbf{J}^{\mathbf{t}} \mathbf{J}\right)^{-\mathbf{1}} \mathbf{J}^{\mathbf{t}} \mathbf{E}(\mathbf{k}) . \quad \hat{\delta}(\mathbf{k})$ is an estimate of the pose error associated with the measured image error $\mathbf{E}(\mathbf{k})$. System regulation can be achieved by making $\mathbf{U}(\mathbf{k})=\hat{\delta}(\mathbf{k})$ (equation 5). Equation 6 provides the state space model of the final closed loop system. System stability and transient response depend on the eigenvalues of the matrix $\left(\mathbf{I}-\mathbf{J}\left(\mathbf{J}^{\mathbf{t}} \mathbf{J}\right)^{-\mathbf{1}} \mathbf{J}^{\mathbf{t}}\right)$. However it is important to remind that the state transition matrix is a function of rigid body position which changes along time. Moreover the controller of equation 5 is only realizable when $\left(\mathbf{J}^{\mathbf{t}} \mathbf{J}\right)$ is non singular. Whenever matrix $\left(\mathbf{J}^{\mathbf{t}} \mathbf{J}\right)$ is not invertible we are in presence of a singularity.

## 4 The Jacobian Matrix for General Central Catadioptric Projection

To design the controller of equation 5 we need to obtain matrix $\mathbf{J}$ depending on the Jacobian matrix $\mathbf{J}_{\mathbf{g}}$ which is evaluated on the ' n ' points of the object model (equation 3).

Consider the central catadioptric mapping function $\mathbf{f}_{\mathbf{i}}$ which maps 3 D point coordinates $\mathbf{X}$ in image coordinates $\mathbf{x}_{\mathbf{i}}$. The corresponding Jacobian matrix $\mathbf{J}_{\mathbf{i}}$ is derived by diferentiating the function
of equation 2. The achieved result is presented on equation 7 where $\rho=\sqrt{X^{2}+Y^{2}+Z^{2}}$.

Assume $\mathbf{J}_{\mathbf{i}}$ provided by equation 7 and $\mathbf{J}_{\mathbf{m}}=$ $[\tilde{\mathbf{X}} \mid \mathbf{I}]$ with $\tilde{X}$ the skew symetric matrix associated with point coordinates $\mathbf{X}$. It was already shown that the Jacobian matrix $\mathbf{J}_{\mathbf{g}}$ can be computed as $\mathbf{J}_{\mathbf{g}}=\mathbf{J}_{\mathbf{i}} \mathbf{J}_{\mathbf{m}}$. Equation 8 presents the general central catadioptric Jacobian matrix as a function of image position $\mathbf{x}_{\mathbf{i}}$, point depth $\rho$ and sensor $\xi$ parameter ( $\left.\Upsilon=\sqrt{1+\left(x_{i}^{2}+y_{i}^{2}\right)\left(1-\xi^{2}\right)}\right)$. Notice that if $\xi=0$ then matrix $\mathbf{J}_{\mathbf{g}}$ becomes the well known Jacobian matrix $\mathbf{J}_{\mathbf{p}}$ introduced in [2] for conventional perspective cameras.

The Jacobian $\mathbf{J}_{\mathbf{i}}$ of the mapping function $\mathbf{f}_{\mathbf{i}}$ can be decomposed in the matrix product of equation 9 . $\mathbf{J}_{\mathbf{c}}$ is the $2 \times 2$ matrix depending on point coordinates $\mathbf{X}$ and on the mirror parameter $\xi$. If $\xi=0$ then $\mathbf{J}_{\mathbf{c}}$ is the identity matrix. The second matrix has dimension $2 \times 3$ and it is the Jacobian matrix of the perspective mapping function $\mathbf{f}_{\mathbf{i}}=(X / Z,-Y / Z)^{t}$ obtained making $\xi$ equal to zero in equation 2. Thus the general catadioptric ma$\operatorname{trix} \mathbf{J}_{\mathbf{g}}$ can be written as $\mathbf{J}_{\mathbf{g}}=\mathbf{J}_{\mathbf{c}} \mathbf{J}_{\mathbf{p}}$ with $\mathbf{J}_{\mathbf{p}}$ the $2 \times 6$ Jacobian for the perspective camera situation. Moreover for $Z>0$ the square matrix $\mathbf{J}_{\mathbf{c}}$ is positive definite with eigenvalues $\left\{Z /(Z+\rho \xi) ;\left(Z^{2}(\rho+\right.\right.$ $\left.\xi Z)) /\left(\rho(Z+\xi \rho)^{2}\right)\right\}$.

$$
J=\underbrace{\left[\begin{array}{cccc}
J_{c}^{1} & 0 & \cdots & 0  \tag{10}\\
0 & J_{c}^{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & J_{c}^{n}
\end{array}\right]}_{\mathrm{C}} \underbrace{\left[\begin{array}{c}
J_{p}^{1} \\
J_{p}^{2} \\
\vdots \\
J_{p}^{n}
\end{array}\right]}_{\mathrm{P}}
$$

The controller of equation 5 is realizable if and only if $\mathbf{J}$ is a full rank matrix. $\mathbf{J}$ has dimension

$$
\begin{align*}
& \boldsymbol{J}_{\boldsymbol{i}}=\frac{1}{\rho(Z+\xi \rho)^{2}}\left[\begin{array}{ccc}
\rho Z+\xi\left(Y^{2}+Z^{2}\right) & -\xi X Y & -X(\rho+\xi Z) \\
\xi X Y & -\left(\rho Z+\xi\left(X^{2}+Z^{2}\right)\right) & Y(\rho+\xi Z)
\end{array}\right]  \tag{7}\\
& \boldsymbol{J}_{\boldsymbol{g}}=\left[\begin{array}{cccccc}
x_{i} y_{i} & \frac{\left(1+x_{i}^{2}\right) \Upsilon-y_{i}^{2} \xi}{\Upsilon+\xi} & y_{i} & \frac{1+x_{i}^{2}(1-\xi(\Upsilon+\xi))+y_{i}^{2}}{\rho(\Upsilon+\xi)} & \frac{x_{i} y_{i} \xi}{\rho} & -\frac{x_{i} \Upsilon}{\rho} \\
\frac{\left(1+y_{i}^{2}\right) \Upsilon-x_{i}^{2} \xi}{\Upsilon+\xi} & x_{i} y_{i} & -x_{i} & -\frac{x_{i} y_{i} \xi}{\rho} & \frac{1+x_{i}^{2}+y_{i}^{2}(1-\xi(\Upsilon+\xi))}{\rho(\Upsilon+\xi)} & -\frac{y_{i} \Upsilon}{\rho}
\end{array}\right]  \tag{8}\\
& \boldsymbol{J}_{\boldsymbol{i}}=\underbrace{\left[\begin{array}{cc}
\frac{Z\left(\rho Z+\xi\left(Y^{2}+Z^{2}\right)\right)}{\rho(Z+\xi \rho)^{2}} & \frac{\xi X Y Z}{\rho(Z+\xi \rho)^{2}} \\
\frac{\xi X Y Z}{\rho(Z+\xi \rho)^{2}} & \frac{Z\left(\rho Z+\xi\left(X^{2}+Z^{2}\right)\right)}{\rho(Z+\xi \rho)^{2}}
\end{array}\right]}_{\mathbf{J}_{\mathbf{c}}}\left[\begin{array}{ccc}
\frac{1}{Z} & 0 & -\frac{X}{Z^{2}} \\
0 & -\frac{1}{Z} & \frac{Y}{Z^{2}}
\end{array}\right] \tag{9}
\end{align*}
$$

$2 n \times 6$ where ' $n$ ' is the number of considered model points. Clearly the full rank constraint can not be verified with less than three points. Equation 10 is derived from equation 3 knowing that $\mathbf{J}_{\mathbf{g}}^{\mathbf{j}}=\mathbf{J}_{\mathbf{c}}^{\mathbf{j}} \mathbf{J}_{\mathbf{p}}^{\mathbf{j}}$. Matrix $\mathbf{J}$ is the product of a $2 n \times 2 n$ square matrix $\mathbf{C}$ with a matrix $\mathbf{P}$ with dimension $2 n \times 6$. It was shown that $\mathbf{J}_{\mathbf{c}}^{\mathbf{j}}$ is positive definite for $j=1,2, \ldots, n$ and matrix $\mathbf{C}$ is always full rank. This poofs that $\mathbf{J}$ is rank deficient only when $\mathbf{P}$ is also rank deficient. The general central catadioptric situation does not present more singularities than the perspective case. These singularities were studied in $[12,3]$.

## 5 Tracking experiments and Conclusions

Based on the tracking method described above we implemented an object tracker. Since with catadioptric cameras straight lines map onto the image plane as quadrics, we devised a contour-to-point tracker along the lines described in [3]. The figures below show a rectangular object moving towards the camera and in a direction perpendicular to the camera. The advantage of this method is that only points along contours are to be found in the image thus avoiding the tedious and unreliable process of fitting a quadric to a set of points.

The model based tracking of a rigid object can be exploited in many ways for visual servoing applications. The proposed approach is being used in robot navigation and cooperation [13]. The experimental setup consists in two mobile plataforms both equipped with central catadioptric cameras. A visual landmark, similar to the one depicted in the figures, is positioned in the room ceil. One robot is the leader with independent motion and the other is the slave. The objective is to control slave motion such that the relative position between the two plataforms is kept constant. To achieve this goal both robots use the omnidirectional vision to estimate their pose from the model based tracking of the landamark. A method to control the position of a robotic arm using a static catadioptric system is also being develoed. Typically, in visual servoing using a conventional perspective camera, the available field of view is only enough to image the region around the end-effector. The pose


Figure 4: A tracking sequence. The object translates along axis of camera


Figure 5: A tracking sequence. The object translates in front of camera..
of the end-effector is estimated by visual feedback, and motion control is achieved using the manipulator jacobian known "a priori". The success of this approach is highly dependent on the arm calibration. We use the wide field of view provided by the omnidirectional sensor to image the entire arm. The different manipulator links are tracked in the catadioptric image and the motion of each joint is estimated. This approach increases the robustness and accuracy of the visual servoing.
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[^0]:    ${ }^{1}$ As a point of reference, a human hair is typically on the order of 80 microns in diameter.

[^1]:    ${ }^{1}$ Perhaps augmented ALV would be more appropriate here as the original incarnation of the ALV method avoided the use of range information directly.

