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Palavras-chave Condução Autônoma, Aprendizado por Reforço, Aprendizado Profundo, Sis-
temas de Ponta a Ponta

Resumo Esta tese avança o campo da Condução Autónoma (AD) de ponta a ponta
em ambientes urbanos, focando-se principalmente em técnicas de Apren-
dizagem por Reforço (RL) para resolver limitações existentes. A pesquisa
começa com uma revisão abrangente dos sistemas de AD de ponta a ponta
atuais, destacando os pontos fortes e fracos das abordagens de Aprendiza-
gem por Imitação (IL) e RL, e identificando áreas críticas para melhoria e
caminhos promissores para futuras pesquisas. Para enfrentar estes desafios,
introduzimos o RLAD, o primeiro método de Aprendizagem por Reforço a
partir de Pixels (RLfP) para AD urbana. Foram introduzidas várias téc-
nicas para melhorar o desempenho dos métodos do estado da arte. Em
primeiro lugar, desenvolvemos um codificador de imagens que utiliza tanto
aumentações de imagens como camadas de Mistura de Sinal Local Adapta-
tiva (A-LIX). Adicionalmente, introduzimos o WayConv1D, um codificador
de waypoints que capta a informação geométrica 2D dos waypoints uti-
lizando convoluções 1D. Além disso, desenvolvemos uma função de custo
auxiliar para enfatizar a importância dos semáforos na representação latente
do ambiente. RLAD demonstrou um desempenho positivo no benchmark
NoCrash, mas necessitava da integração de demonstrações para igualar os
sistemas de AD do estado de arte. Consequentemente, desenvolvemos o RL-
fOLD (Aprendizagem por Reforço a partir de demonstrações online), que
combina IL e RL ao incorporar demonstrações online no treino de RL. Pro-
pusemos uma rede de políticas que gera dois desvios padrão, permitindo
um controlo adaptativo para exploração e treino de IL enquanto consid-
era a incerteza em ambos os domínios. Adicionalmente, incorporámos uma
técnica baseada em incerteza orientada por um especialista online para mel-
horar o processo de exploração. O RLfOLD atinge resultados de estado de
arte no benchmark NoCrash com maior eficiência e menor utilização de re-
cursos. Abordámos ainda os desafios do benchmark CARLA Leaderboard
2.0 desenvolvendo o PRIBOOT, um agente especialista que aproveita in-
formação privilegiada e dados limitados de condução humana para navegar
em cenários exigentes. As técnicas inovadoras do PRIBOOT, como a rep-
resentação de visão de pássaro (BEV) e o processamento do BEV como
uma imagem RGB em vez de um conjunto de máscaras, melhoraram sig-
nificativamente o desempenho. Esta abordagem forneceu um especialista
capaz de navegar neste benchmark desafiador, permitindo aos investigadores
gerar extensos conjuntos de dados e potencialmente resolver os problemas
de disponibilidade de dados que têm dificultado o progresso. Coletivamente,
o nosso trabalho apresenta contribuições significativas para o campo da AD,
oferecendo insights e ferramentas que pavimentam o caminho para sistemas
autónomos mais seguros e fiáveis em ambientes urbanos.





Keywords Autonomous Driving, Reinforcement Learning, Deep Learning, End-to-End
Systems

Abstract This thesis advances the field of end-to-end Autonomous Driving (AD) in ur-
ban environments, focusing primarily on Reinforcement Learning (RL) tech-
niques to address existing limitations. The research begins with a compre-
hensive review of current end-to-end AD systems, highlighting the strengths
and weaknesses of Imitation Learning (IL) and RL approaches, and identify-
ing critical areas for improvement and promising avenues for future research.
To address these challenges, we introduced RLAD, the first Reinforcement
Learning from Pixels (RLfP) method for urban AD. Several techniques were
introduced to enhance the performance of state-of-the-art methods. First,
we developed an image encoder that utilizes both image augmentations
and Adaptive Local Signal Mixing (A-LIX) layers. Additionally, we intro-
duced WayConv1D, a waypoint encoder that captures the 2D geometrical
information of waypoints using 1D convolutions. Furthermore, we designed
an auxiliary loss function to emphasize the significance of traffic lights in
the latent representation of the environment. RLAD demonstrated good
performance on the NoCrash benchmark but required further integration
of demonstrations to match state-of-the-art AD systems. Consequently,
we developed RLfOLD (Reinforcement Learning from Online Demonstra-
tions), which combines IL and RL by incorporating online demonstrations
into RL training. We proposed a policy network that outputs two standard
deviations, enabling adaptive control for exploration and IL training while
considering uncertainty in both domains. Additionally, we incorporated an
uncertainty-based technique guided by an online expert to enhance the ex-
ploration process. RLfOLD achieves state-of-the-art results on the NoCrash
benchmark with enhanced efficiency and resource utilization. We further
tackled the CARLA Leaderboard 2.0 benchmark’s challenges by developing
PRIBOOT, an expert agent leveraging privileged information and limited
human driving logs to navigate demanding scenarios. PRIBOOT’s novel
techniques, such as the bird’s-eye view (BEV) representation and process-
ing the BEV as an RGB image instead of a set of masks, significantly
improved performance. This approach provided an expert capable of navi-
gating this challenging benchmark, enabling researchers to generate exten-
sive datasets and potentially resolving the data availability issues that have
hindered progress. Collectively, our work presents significant contributions
to the field of AD, offering insights and tools that pave the way for safer
and more reliable autonomous systems in urban environments.
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Chapter 1. Introduction

1.1 Context

Autonomous Driving (AD) refers to the capability of a vehicle to operate and navigate
without human intervention, leveraging advanced technologies to perceive the environment
and make driving decisions [1]. In recent years, AD has experienced significant growth due
to advancements in sensor technology, sensor fusion, computer vision, and AI, garnering
widespread attention in both academia [2, 3] and industry [4, 5]. This technology offers nu-
merous benefits. Primarily, it promises substantial improvements in road safety by eliminating
human error, the leading cause of traffic accidents [6]. Autonomous vehicles can consistently
adhere to traffic laws and react to their surroundings more swiftly than human drivers [7].
Furthermore, AD enhances mobility for individuals unable to drive, such as the elderly and
disabled [8]. Additionally, it has the potential to increase traffic efficiency and reduce con-
gestion through optimized routing and vehicle coordination [9]. In addition to fully AD, the
development of Advanced Driver-Assistance System (ADAS) has significantly contributed to
improving vehicle safety and driving comfort. ADAS encompasses a range of systems designed
to assist or monitor driver actions, thereby enhancing safety and driving efficiency. These sys-
tems include features such as adaptive cruise control [10], lane-keeping assistance [11], and
automatic emergency braking [12]. By providing real-time support to drivers, ADAS helps
prevent accidents and reduces driver fatigue, thus serving as a crucial stepping stone towards
the realization of fully autonomous vehicles [13].

In general terms, AD involves tasks that fall into two main categories: perception and
decision-making [14, 15]. First, the autonomous agent must derive a useful representation
of the environment from sensor data. This perception component is responsible for several
tasks, including sensor fusion, object detection, tracking, and localization [16]. Once the envi-
ronment is accurately perceived, the decision-making component takes over. This component
utilizes the processed information to compute the control commands necessary for safe and
efficient navigation. It encompasses tasks such as path planning, where the optimal route is
determined, and the use of controllers to execute driving maneuvers [17]. The decision-making
process must consider real-time environmental changes, traffic laws, and safety constraints to
ensure the vehicle navigates effectively and securely.

The conventional approach to tackling the diversity of problems in AD involves dividing
the driving task into standard modules, such as object detection, localization, path planning,
and others, and then building rule-based methods to connect the different modules [18].
This approach, commonly known as modular, is widely used in the industry [19, 20]. A
notable example is Waymo, a subsidiary of Alphabet Inc. Waymo’s system employs a well-
defined modular architecture, where each module is developed and optimized separately before
integration into the overall system [21]. The modular approach offers several advantages.
Firstly, it allows for specialization, where each module can be developed and optimized by
experts in that particular domain, leading to high performance and reliability for individual
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components. Secondly, it provides flexibility by enabling developers to upgrade or replace
individual modules without, in theory, affecting the entire system. However, the modular
approach also has limitations. One major challenge is the integration of different modules,
as inconsistencies or delays in information transfer between modules can affect the overall
system performance. Additionally, the sequential nature of the modular pipeline can introduce
latency, as each module must wait for the previous one to complete its task before processing
can continue [22,23].

A more recent and promising approach is end-to-end AD. Unlike the modular approach,
the end-to-end approach uses a single model to learn the entire driving process from sensory
input to control output. This method leverages Deep Learning (DL) techniques, where a
neural network is trained to map raw sensor data directly to driving actions [24]. One no-
table example of this approach is Wayve, a company that focuses on developing end-to-end
AD technology. Wayve’s system utilizes neural networks that can learn to drive from data,
allowing the vehicle to interpret complex driving scenarios and make decisions autonomously.
By training their models on vast amounts of driving data, Wayve aims to create a flexible and
scalable solution that can adapt to diverse environments [25]. The end-to-end approach of-
fers several advantages. Firstly, it simplifies the system architecture by eliminating the need
for separate modules, which can reduce latency and improve real-time performance. Sec-
ondly, it allows for holistic optimization, where the entire driving process can be fine-tuned
to achieve better overall performance. Thirdly, this approach has the potential to generalize
better across different driving conditions, as the model learns to understand driving scenarios
directly from data [26]. However, the end-to-end approach also has its limitations. One sig-
nificant challenge is the requirement for large amounts of high-quality labeled data to train
the models effectively. Additionally, the interpretability of these models can be limited, mak-
ing it difficult to understand and debug the decision-making process. Furthermore, ensuring
safety and reliability in diverse and unpredictable real-world conditions remains a critical
concern [27]. End-to-end AD has gained more supporters over time, with many companies
gradually transitioning to this approach. For instance, Tesla has increasingly incorporated
end-to-end techniques into its Full Self-Driving (FSD) software [28]. Similarly, Comma AI
focuses on an end-to-end approach with its OpenPilot software, which is designed to con-
trol vehicles directly from camera inputs, showcasing the potential of end-to-end learning in
creating effective and adaptive AD systems [29].

There are primarily two approaches for end-to-end AD: Imitation Learning (IL) and Rein-
forcement Learning (RL). IL involves training a model to mimic the behavior of expert drivers.
This approach uses Supervised Learning (SL), where the model is trained on a dataset of driv-
ing demonstrations provided by expert drivers. The neural network learns to map sensory
inputs directly to driving actions [30]. The advantages of IL include its simplicity, data effi-
ciency, and rapid development. Since the training data typically comes from human drivers,
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it captures realistic driving behaviors. However, the performance of these models heavily
depends on the quality and diversity of the driving data, as well as the performance of the
expert demonstrators. Insufficient or biased data can lead to poor generalization [4]. Addi-
tionally, IL can suffer from a distribution gap between the data encountered by the model
during deployment and the training data. This discrepancy occurs because the agent’s actions
can lead to states that the demonstrations did not cover, resulting in a divergence from the
training distribution [31].

RL, on the other hand, involves training a model through trial and error, where the model
learns to make driving decisions by receiving rewards or penalties based on its actions. In
this approach, the autonomous agent explores the driving environment and learns an optimal
policy that maximizes cumulative rewards over time [32]. The advantages of RL include
its adaptability, exploration capabilities, and robustness. RL models can adapt to a wide
range of driving scenarios, including those that were not explicitly included in the training
data. However, RL models often require extensive training time and computational resources
due to the need for exploration and the large state-action space in driving environments
[33]. Additionally, designing an appropriate reward function that accurately reflects safe and
efficient driving behavior is critical and complex [34]. Furthermore, applying RL in the real-
world is often impractical because learning by trial and error can be unsafe, necessitating the
use of realistic simulators or precise world models for training. Current approaches using RL
in AD, particularly for complex tasks such as urban environments, focus on decoupling the
perception training from the policy-driving training due to the challenges of training large
neural networks with RL. Typically, the encoder is first trained using SL techniques, and
then the policy driving network is trained separately with RL. Although this approach adds
stability and speeds up the training process, it can lead to suboptimal policies because the
encoder may not be fully aligned with the downstream task [35].

More recently, Reinforcement Learning from Demonstrations (RLfD) has emerged as an
approach to combine the benefits of IL and RL by incorporating expert demonstrations into
RL training. These demonstrations aim to enhance the sample efficiency of RL training
by providing valuable insights, enabling the agent to explore the state-action space more
effectively [36]. However, balancing the contributions of SL from demonstrations with the
exploration-driven learning of RL requires sophisticated techniques to ensure the model ben-
efits from both sources without overfitting to the demonstrations or becoming unstable dur-
ing exploration [37]. Additionally, since the expert demonstrations come from pre-collected
datasets, there is a potential distribution gap between the demonstrations and the training
environment, similar to the challenges faced in IL techniques [38].

While end-to-end AD is highly promising, it still faces significant challenges. This Ph.D.
work aimed to address some of these challenges and contribute to the advancement of effective
and reliable AD systems.
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1.2 Simulation Framework

Conducting real-world research in AD is often expensive, risky, and filled with ethical
dilemmas. Evaluating and testing AD systems in real-world conditions requires extensive
resources and infrastructure and can expose human participants and property to danger.
These constraints make it impractical to rely solely on real-world testing for the development
and validation of AD technologies.

Simulations offer a viable and effective alternative for AD research. They provide a con-
trolled, safe, and cost-effective environment for testing various scenarios, algorithms, and
system responses. By using simulations, researchers can create diverse driving situations
that would be difficult, expensive, or unsafe to reproduce in the real world. Furthermore,
simulations allow for repeatable and scalable experiments, facilitating thorough testing and
validation of autonomous systems.

In this research, we utilized CARLA (Car Learning to Act) [39], a state-of-the-art open-
source simulator for AD research. CARLA stands out as one of the best available open-
source simulators, offering a comprehensive and versatile platform for developing, training,
and evaluating AD systems [40,41].

CARLA is designed to simulate urban driving environments with high fidelity, providing
realistic physics and sensor simulations, including RGB cameras, LiDAR, Radar, GPS, among
others. The simulator supports flexible configuration of weather conditions, traffic scenarios,
and pedestrian behaviors, allowing researchers to test autonomous systems under a wide range
of conditions.

Despite its many advantages, CARLA does have some limitations. For example, the
complexity and computational requirements of running high-fidelity simulations can be de-
manding, requiring powerful hardware to achieve real-time performance. Additionally, while
CARLA provides a rich set of features, there may still be discrepancies between simulated
and real-world environments that need to be considered when transferring simulation results
to practical applications.

To foster innovation, CARLA includes several benchmarks that are widely used in the
AD research community to evaluate the performance of driving systems. These benchmarks
provide standardized tasks and evaluation metrics, enabling fair comparisons between different
approaches. Among several benchmarks, we highlight the following:

• CoRL2017: The original CARLA benchmark. It includes tasks such as navigation in
urban environments and handling dynamic obstacles.

• NoCrash: A benchmark designed to assess the robustness of AD systems in challenging
scenarios, including various weather conditions and dense traffic.

• Leaderboard 1.0: A public leaderboard that evaluates AD agents based on a set
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of predefined routes and tasks, providing a competitive platform for researchers to
showcase their systems.

• Leaderboard 2.0: An updated version of the Leaderboard 1.0 with more complex
driving scenarios, pushing the boundaries of AD research.

All benchmarks have already seen competitive results, demonstrating the effectiveness and
reliability of autonomous systems developed and tested using CARLA. However, Leaderboard
2.0 remains a notable exception, where the maximum route completion rate currently stands
at only 15%. This indicates the higher level of difficulty set by Leaderboard 2.0, presenting a
significant challenge and opportunity for further advancements in AD research.

In summary, CARLA provides a powerful and flexible simulation framework for AD re-
search. Its combination of high-fidelity simulations, extensive configurability, and established
benchmarks makes it an invaluable tool for developing and evaluating AD technologies.

1.3 Research Objectives

This Ph.D. has three key research objectives:

1. Development of End-to-End RL Architectures for AD Systems in Urban En-
vironments: Current methods that employ RL in urban AD often separate the training of
the perception network from the policy driving network. Typically, the perception network
is first trained using SL techniques, and only then is the policy driving network trained us-
ing RL. This approach stems from challenges such as sample inefficiency when training large
neural networks with RL. However, this decoupling can lead to representations misaligned
with the downstream task, resulting in suboptimal performance. Therefore, our goal is to
develop an end-to-end system trained with RL, employing techniques to mitigate these issues
and achieve superior driving performance.

2. Integration of expert demonstrations in an end-to-end RL architecture for
AD systems: Expert demonstrations play a crucial role in enhancing the performance
of AD systems. When combined with RL, expert demonstrations can significantly improve
sample efficiency, reduce the learning curve, and help overcome the challenges associated with
complex decision-making scenarios. By integrating expert demonstrations into the end-to-end
RL architecture developed in the first objective, we aim to leverage these benefits to further
improve the driving performance and robustness of our AD system.

3. Development of a Data-Driven Expert Agent for Improved Driving Simu-
lations: Expert agents are vital in advancing AD research, particularly in simulation, by
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providing ground-truth data for training student models. The benchmark CARLA Leader-
board 1.0 led to numerous publications showcasing innovative approaches, enabled by expert
agents like CARLA Autopilot and Roach [42], which offered near-perfect demonstrations for
benchmark completion. However, with the release of CARLA Leaderboard 2.0, current meth-
ods face difficulties in achieving satisfactory results due to the absence of ground-truth data.
Thus, our goal is to develop a data-driven expert agent capable of achieving high performance
on CARLA Leaderboard 2.0. This agent will provide reliable, high-quality demonstrations to
support and advance subsequent AD research efforts, ensuring that future methods have the
necessary data to succeed in more challenging simulation environments.

1.4 Thesis Organization

This document is organized as follows:

• Chapter 2: This chapter presents a review of end-to-end AD in urban environments.
This work serves as the description of several end-to-end AD methods proposed in the
CARLA simulator. This chapter corresponds to a scientific article published in IEEE
Access [43].

• Chapter 3: This chapter presents RLAD, the first AD system trained end-to-end
with RL in urban environments. This work addresses the first objective defined in the
previous section. This chapter corresponds to a scientific article published in IEEE
Transactions on Automation Science and Engineering [44].

• Chapter 4: This chapter presents RLfOLD, which results from the integration of
online demonstrations with RLAD. This work addresses the second objective defined in
the previous section. This chapter corresponds to a scientific article published in the
Proceedings of the AAAI Conference on Artificial Intelligence [45].

• Chapter 5: This chapter presents PRIBOOT, the first expert agent capable of suc-
cessfully navigating the complex scenarios posed by the CARLA Leaderboard 2.0. This
work addresses the third objective defined in the previous section. This chapter corre-
sponds to a scientific article submitted in IEEE Transactions on Automation Science
and Engineering.
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Chapter 2. A Review of End-to-End Autonomous Driving in Urban
Environments

Abstract: Autonomous Driving (AD) in urban environments requires intelligent systems
that are able to deal with complex and unpredictable scenarios. Traditional modular ap-
proaches focus on dividing the driving task into standard modules, and then use rule-based
methods to connect those different modules. As such, these approaches require a significant
effort to design architectures that combine all system components, and are often prone to
error propagation throughout the pipeline. Recently, end-to-end autonomous driving systems
have formulated the autonomous driving problem as an end-to-end learning process, with
the goal of developing a policy that transforms sensory data into vehicle control commands.
Despite promising results, the majority of end-to-end works in autonomous driving focus on
simple driving tasks, such as lane-following, which do not fully capture the intricacies of
driving in urban environments. The main contribution of this paper is to provide a detailed
comparison between end-to-end autonomous driving systems that tackle urban environments.
This analysis comprises two stages: a) a description of the main characteristics of the suc-
cessful end-to-end approaches in urban environments; b) a quantitative comparison based on
two CARLA simulator benchmarks (CoRL2017 and NoCrash). Beyond providing a detailed
overview of the existent approaches, we conclude this work with the most promising aspects
of end-to-end autonomous driving approaches suitable for urban environments.

2.1 Introduction

In the last decades, the field of Autonomous Driving (AD) has received a massive amount
of interest, both in academia [46–51] and in industry [4, 52–54]. The principal factor that
triggered this interest concerns safety issues [55]. National Highway Traffic Safety Admin-
istration (NHTSA) reported that 94% of accidents are caused by drivers [56]. Another key
factor is related to the traffic flow. Replacing humans by AD systems result in an optimized
traffic flow, offering both financial and environmental benefits [57]. The benefits of fully
AD appear to be considerable, which is why the research on autonomous driving remains an
active area [24]. One of the most difficult challenges in this field concerns AD in urban en-
vironments [58]. Compared with highway driving or lane following, urban environments pose
additional obstacles due to the unpredictability and variety of agents present in the scene,
as well as complex and uncertain situations, such as pedestrians crossing lanes, traffic-lights,
intersections, among others. In 2007, during the DARPA Urban Challenge [59], several re-
searchers around the world tested their AD systems in a controllable urban environment and
only six teams were able to complete the event [60]. The environment used in DARPA still
lacked certain aspects of the real world, such as pedestrians and cyclists. Nevertheless, the
fact that six teams were able to complete the event was extraordinary, especially at that
time. Despite all the impressive research in this area, fully AD systems capable of driving in
complex and unknown urban environments are still years away and the main reason for this
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is the arduous task of generalization to unpredictable situations in a short period of time [61].

AD systems are complex systems that integrate many technologies, from sensors, process-
ing units, software, among others. Therefore, AD systems need to deal with a wide range of
problems: sensor inaccuracies, hardware reliability, object detection, localization, etc. The
conventional approach to tackle this diversity of problems consists of dividing the driving task
into standard modules such as object detection, localization, path planning, etc. and then
build rule-based methods to connect the different modules [17, 18, 62] (see Figure 2.1). This
approach is commonly called modular, and is widely used in the industry [4]. The intercon-
nectivity between different modules in a system is a problem extensively investigated in the
robotics field [63]. For example, this interconnectivity between modules led to the creation of
frameworks, such as Robot Operating System (ROS) [33, 64]. The modular architecture en-
ables the development of each module in an independent fashion facilitating the collaboration
between all elements of the engineering team. In addition, the development of individual and
specific modules divides the autonomous driving task into a set of narrow problems widely
investigated in the literature, as is the case of localization, computer vision, motion planning,
among others. Finally, interpretability constitutes one of the great advantages of these mod-
ular approaches: as the entire system is divided into modules, the source of a malfunction
can more easily be tracked to the responsible module.

The major disadvantage of modular systems is the arduous task of developing and main-
taining the interconnection between all modules in the system. For example, different scenar-
ios may require different connections between modules [22], which compromises the modularity
paradigm. The modular architecture is also prone to error propagation [23], in which a minor
error in one module can produce catastrophic results in another, for example, a misclassifica-
tion of a traffic-light can influence the decision-making process to generate a path planning
that leads to a collision. Additionally, as the modules are task-specialized, they may fail to
generalize to unusual conditions and unexpected situations.

More recently, end-to-end approaches emerged as an alternative technique to tackle the
AD problem. The end-to-end approach formulates the AD task as an end-to-end learning pro-
cess, in which the objective is to learn a policy capable of transforming sensor data into control
commands [24]. In general, end-to-end architectures are simpler and have fewer components
than modular architectures (see Figure 2.1). Unlike the modular paradigm, the end-to-end
paradigm also captures the human driving essence: a simultaneous perception and action [65].
The downside of end-to-end systems is the lack of interpretability [33]. It is difficult to track
down the source errors or to explain certain decisions taken by the model [22]. Over the
years, the interest in the end-to-end approach for AD was scarce, especially compared with
the amount of research done in modular approaches. However, due to the rise of Artificial
Intelligence [66–68] in the past years, and due to the recent developments of Deep Reinforce-
ment Learning (Deep RL) [69–71] by Deep Mind [72, 73], end-to-end approaches have begun
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(a)

(b)

Figure 2.1: Architecture of: (a) a modular approach [76], and (b) an end-to-end approach.
The modular architecture consists of several interconnected modules, whereas in the end-to-
end architecture those different modules are replaced by a single, learning-based module.

to show promising results [74,75].
In end-to-end approaches, there are two different learning methodologies: Imitation Learn-

ing (IL) and Reinforcement Learning (RL). IL aims to learn a policy by observing the actions
performed by humans. It is a supervised learning approach, in which the model tries to mimic
human behavior [77]. NVIDIA achieved excellent results using this methodology by training a
convolution neural network (CNN) to predict the steering angle of a vehicle [26]. One advan-
tage of the IL methodology is that it can use solely Deep Learning (DL) and merely optimize
the parameters of the model to reduce the difference between the model behavior and human
behavior. However, the process of scaling an AD system based on IL is a challenging task
due to the impossibility of covering all possible scenarios in the training phase [4].

RL methodologies aim to learn a policy that maximizes the cumulative rewards received
by an automatic system, as it interacts with the environment [78, 79]. One variant of RL is
Deep RL, which combines DL with RL [80]. Although there are some technical differences
between RL and Deep RL, for the purposes of this review, which is to differentiate IL and RL,
we will use the terms RL and Deep RL interchangeably. In the case of RL, there is no need
to collect data from human driving, because as the agent interacts with the environment, it
learns how to behave in order to maximize the reward. As the training of RL models occurs
online, it is possible to explore the environment and train simultaneously, which is a great
advantage compared with the IL models. The downside is that RL is less data-efficient in the
training stage [33]. Liang et al. combined the advantages of IL and RL by creating an IL
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model based on labeled data, and then optimizing the policy using an online RL-based policy
tuning [81]. One crucial element of RL algorithms is the definition of rewards. As the agent
tries to maximize the reward, the definition of the reward function directly influences the
behavior learned by the agent. One common example is to reward the movement towards the
goal [4,81], or to punish whenever a collision occurs [82]. In 2018, Kendall et al. demonstrated
the first real-life application of RL in AD, in which they were able to train a driving policy
capable of learning how to follow a lane in less than 30 minutes [4].

The application of end-to-end methodologies in AD is relatively recent: the first use case
was in 2016 [26]. In the three subsequent years, several approaches were proposed focusing
on simplified versions of AD, such as lane following [83–88]. As expected, the application
of end-to-end AD in urban environments is even more recent: 65% of the works found on
this topic are from 2020 or 2021. As these works are recent, the majority of reviews of AD
do not include their findings [17, 89, 90]. The only review solely focused on end-to-end was
proposed by Tampuu et al., where the authors performed a thorough analysis of the different
architectures and training methods of end-to-end approaches applied in AD [33]. However,
their work was not focused especially in urban environments, and therefore, some of the
findings should not be generalized to more complex environments. This paper presents the
first review targeting end-to-end autonomous driving in urban environments, which
is an emerging topic in the literature. The key contributions of this paper are to provide:

• a description of the main differences between the successful end-to-end approaches in
urban environments;

• a quantitative analysis based on two CARLA simulator benchmarks (CoRL2017 [39]
and NoCrash [91]).

This paper considers only systems trained and tested in the CARLA simulator for two
reasons: a) CARLA is considered the state-of-the-art open-source simulator for self-driving
cars [41]; b) to ensure a fair comparison between all approaches. In [41], the authors per-
formed an extensive comparative analysis of six simulators based on features like perception,
path planning, 3D virtual environments, traffic-scenario, scalability, etc. and concluded that
CARLA outperforms all other simulators.

The remainder of this document is organized as follows: in Section 2.2, we present a
thorough analysis of the most successful end-end AD systems in urban environments; Section
2.3 evaluates the detailed approaches based on quantitative metrics; Section 2.4 presents the
conclusions.
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2.2 Discussion

In this section, we perform a thorough comparison of several end-to-end AD approaches
in urban environments. This comparison is based on three main points: architectures, input
sensor modalities, and output modalities. As discussed before, the targeted end-to-end AD
approaches discussed in this work are the ones that used CARLA as the environment to train
and test the models.

2.2.1 Architectures

Due to the complexity of urban environments, it is common the usage of low dimensional
intermediate representation of the environment instead of parsing the raw data from the
scene. One of the options for this low dimensional intermediate representation is called
affordances [92]. Sauer et al. proposed an AD system based on affordances, especially designed
for urban environments [93]. Examples of these affordances include: presence of hazard stop,
red traffic-light, speed sign, distance to vehicle, relative angle, and distance to center line.
These affordances are predicted by neural networks that receive both RGB images and a
navigation command, e.g., "go straight", "turn left", or "turn right". The affordances are then
processed by controllers in order to produce the control commands. Figure 2.2 depicts a
simplified version of the system proposed by Sauer et al.

Mehta et al. also used affordances to aid the AD task [94]. The affordances allow to
infuse human knowledge into the system instead of expecting the network to learn all relevant
features for driving from scratch. Unlike Sauer et al., in this case the affordances are learned
by the network simultaneously with the main task of driving. The authors demonstrated that
the joint learning of the auxiliary tasks and the usage of the predicted affordances in the final
control commands prediction increases the performance of learning. Furthermore, the authors
also claim that the usage of affordances significantly increases the level of interpretability of
the system, which is, as explained in Section 2.1, one of the shortcomings of end-to-end
systems.

Chen et al., in [74], instead of using human defined labels, used an algorithm to provide the
true labels. First, a privileged agent is trained with access to ground-truth data to imitate
an expert autopilot. Then, the authors used the trained privileged agent to train another
agent with only visual input. The results showed that the usage of an agent with privileged
information significantly improves the vision-only driving agent.

In [95], Prakash et al. proposed an architecture that comprises two main blocks: a Multi-
Modal Fusion Transformer (TransFuser) and a waypoint prediction network. The TransFuser
receives data from different sensor modalities as input, and it produces a compact represen-
tation of the environment as output. This process is carried out by using the self-attention
mechanisms of transformers [96] to incorporate the information between the different modal-
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Figure 2.2: Simplified version of the system proposed by Sauer et al. [93]. The system receives
as input RGB images and a navigation command provided by CARLA. The features are then
extracted from the images using convolutional layers of a VGG16 neural network. Based on
the navigational command received, the features are processed by a different block to produce
the affordances. Finally, the predicted affordances are used by a controller to produce the
control commands.

ities. The compact representation of the environment is then passed into an encoder neural
network to reduce its dimensionality, and therefore increase computational efficiency. The
waypoint prediction network receives both the encoded version of the environment and the
desired trajectory provided by a global planner. The network consists of several Gated Recur-
rent Units (GRUs) [97,98], that outputs the predicted trajectory, under the form of waypoints
(more details in Section 2.2.3). A simplified version of the system proposed by Prakash et al.
is depicted in Figure 2.3.

One of the major problems in applying RL in the field of AD consists of the high-
dimensional sensor inputs, as is the case of RGB images. For this reason, most of the ap-
plications of RL in AD have focused on simple driving tasks, such as lane following [4, 23].
However, in the last two years, some methods have been proposed that address this prob-
lem [24, 99–101]. For example, in [24], Agarwal et al. presented a framework that creates
a low-dimensional state representation that comprises a stack of bird’s eye-view semantic
segmented images, desired trajectory, kinematics features, and traffic-light states. Then,
the low-dimensional state representation is conveyed to the RL algorithm (Proximal Policy
Optimization (PPO) [102, 103]). A simplified version of the architecture of the solution is
illustrated in Figure 2.4.

Chen et al., in [99], proposed a system that encodes RGB images and global path tra-
jectories using a CNN [104] and an LSTM (Long Short-Term Memory) [105] to extract both
spatial and temporal features. Then, the policy network receives the encoded data and out-
puts control commands after the defuzzification procedure. The defuzzification procedure is
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Figure 2.3: Simplified version of the system proposed by Prakash et al. [95]. The system
receives a RGB image and a LiDAR bird’s eye view image as input of the Multi-Modal Fusion
Transformer (TransFuser). The fusion process is attained by using several transformer mod-
ules to combine the intermediate feature maps between both modalities. The output of the
TransFuser constitutes a compact representation of the environment that comprises the global
context of the scene. This compact representation it then conveyed into an encoder neural
network to reduce computational efforts. The waypoint prediction neural network consists of
several GRUs that receive both the output of the encoder neural network (compressed fea-
ture vector) and the desired trajectory, provided by a global planner, and outputs the future
waypoints. The authors reported that vehicle measurements are also used in the TransFuser,
but for clarity reasons, that information is omitted.

responsible for transforming the output of the policy network into control commands.

Chen et al., in [100], proposed the combination of the modular framework and the RL
framework. As input, the system receives data from two sensors: a RGB camera and a
LiDAR. During training, a semantic mask is obtained using some components in the modu-
larized framework, such as object detection, mapping, and localization, and then the mask
enters the system as labeled data. The policy network receives RGB images and LiDAR
data and produces the control commands together with the semantic mask. The semantic
mask produced by the policy network provides an interpretable explanation of how the agent
understands the world that surrounds him.

The previous approaches based on RL did not have the ability to foresee the future, which
is a feature that we, humans, have inherited from years of experience [106]. C. Huang et
al., in [101], focuses on building a RL agent capable of predicting new observations. The
first layer of the system consists of a Semantic Encoding Mapping (SEM) [107] that learns
a semantic representation from raw images. This representation is then sent to a Deep RL
algorithm (Deep Deterministic Policy Gradient (DDPG) [108,109]). The core element of this
Deep RL is a deductive reasoner that enables policy to be learned in a model-based manner.
This way, it can predict the next state and reward based on the current state and reward,
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Figure 2.4: Simplified version of the system proposed by Agarwal et al. [24]. The system
receives as inputs three bird’s eye view semantic segmented images, vehicle measurements,
navigation commands, desired waypoints and traffic-light information. Each input is provided
directly by CARLA. The images are processed by an autoencoder (AE) [110] that produces a
compressed version of the images (AE Compressed Data). The compressed data is combined
with the remaining inputs to form the RL state representation. The RL agent it then respon-
sible to produce the control commands. In addition to the control commands, the system
also outputs reconstructed bird’s eye view semantic segmented images through the decode of
the compressed data.

which produces a more reliable driving policy.

In [81], Liang et al. proposed a system called CIRL (Controllable Imitative Reinforcement
Learning) that aims to combine the advantages of IL and RL. First a supervised network
is pretrained based on human labeled data. Then a Deep RL model (DDPG) is initialized
with the pretrained weights of the supervised network. The authors claim that the usage
of human driving demonstrations for the initialization of the RL model can significantly
reduce the sample complexity, and therefore, saving innumerous hours of exploration with
the environment.

More recently, some authors have also used the aforementioned affordances to tackle the
high-dimensional data issue of RL. Ahmed et al., proposed an end-to-end AD system com-
prised of two major components: supervised network and a Deep RL agent (DDPG) [75]. The
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Figure 2.5: Simplified version of the system proposed by Ahmed et al. [75]. The system
receives as input a stack of RGB images, vehicle measurements and navigational commands.
Firstly, a residual network (ResNet-50 [112]) is used to extract the features of the images,
and then LSTM units are employed to model the dependencies between successive frames.
At the end of this processing, the affordances are predicted. The DDPG RL agent receives a
vector that comprises the affordances, vehicle measurements and a navigation command, and
produces as output the control commands.

supervised network encodes RGB images into a set of affordances. Subsequently, the Deep
RL transforms the affordances, vehicle measurements and a navigation command into control
commands. A simplified version of the architecture of this solution is depicted in Figure 2.5.

Toromanoff et al. also used affordances in a RL pipeline [111]. The first component of
the system is an encoder trained to predict affordances such as distance to centerline and
traffic-lights. Then, the output features of the encoder are conveyed into the RL, instead of
the affordances. The authors have named this approach implicit affordances, since it uses the
information that predicted the affordances and not the affordances itself.

There are mainly two differences between the approaches described in the last paragraphs:
how to encode the raw data from the sensors? how to learn a driving policy based on
the encoded data? Whether using encoder neural networks [24, 95, 99, 100] or affordances
[93, 94, 111], the goal is to produce a low dimensional intermediate representation of the
environment to simplify further processing. In this aspect, we believe that encoder neural
networks are preferable to affordances. In encoder neural networks, the relevant features are
learned by the model, whilst in affordances, the relevant features to be learned are user-
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defined, which can introduce human bias into the system. Furthermore, it is questionable
whether an approach based on affordances should be considered end-to-end or not, because it
presents the same problems of modular approaches: human definition of affordances; diverse
ways to integrate the affordances in a learning method; error propagation due to incorrect
prediction of the affordances. Regarding the learning of the driving policy, there are two
distinct approaches: IL and RL. Based on the ratio of IL/RL in recent approaches, it is
inconclusive to assess what is the leading learning method in urban environments. As will be
discussed in Section 2.3, both approaches achieve satisfactory results and therefore further
research is required to investigate which learning method is more suitable for AD in urban
environments.

2.2.2 Input Sensor Modalities

The majority of end-to-end systems rely only on vision [77, 81, 111], using only one cam-
era to predict the control commands. However, in urban environments the single modality
configuration is usually insufficient to produce a robust and reliable AD system [95]. Fur-
thermore, AD in urban environments requires navigation from one point to another, and
therefore, additional navigation inputs are often mandatory. Xiao et al., in [65], performed
a comparison between single and multimodal end-to-end AD systems. They used RGB im-
ages and depth information as the sensor modalities and demonstrated that multimodality
is beneficial to end-to-end systems, outperforming single modality configurations. Regarding
the fusion scheme, the authors concluded that the early fusion, i.e. increasing the number of
channels from three (RGB) to four (RGBD), was the one that achieved the best results.

Regarding the navigation inputs, Codevilla et al. performed a study about the incorpora-
tion of navigation commands into the AD system [77]. Navigation commands are referred to
as an indication about the future action taken by the agent, such as “go right” or “turn left
on the intersection.” These commands can be generated by high-level route planners [113,114]
or by humans. Codevilla et al. implemented two different architectures: command input (see
Figure 2.6) and branched (see Figure 2.7). In command input, the network takes the nav-
igation commands as input, together with the raw images and some vehicle measurements.
These three inputs are processed independently, and then the combination of the three re-
sults are delivered to a control model to produce the control commands. On the other hand,
in the branched architecture only the image and the measurements are conveyed into the
network as inputs. In this case, the control module is replaced by a set of branches. The
role of the navigation command is to select which branch should be active, and therefore the
navigation command can be seen as a switch. Results demonstrated that the branched archi-
tecture performed significantly better than the command input approach and other baseline
approaches.

Huang et al., in [101], proposed a multimodal system that receives RGB images and depth
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Figure 2.6: Simplified version of the command input architecture proposed by Codevilla et
al. [77]. The system takes a RGB image as an input, alongside with vehicle measurements and
navigation commands. These inputs are processed independently by three neural networks:
a convolutional neural network and two fully-connected neural networks, respectively. The
outputs of these neural networks are then concatenated to form the input of the control
module, which is a fully-connected neural network. At the end, the control module produces
the control commands.

information as input. This information is encoded by a neural network and is processed by
a conditional driving policy. The conditional driving policy is a branched fully connected
network, and in addition to receiving the encoded data, also receives a navigation command.
The navigation command, as in [77], activates the corresponding branch, and each branch is
a neural network that produces the control commands.

In [93], Sauer et al. also used the concept of specialized neural networks, but instead of
predicting conditional control commands, the system predicts conditional affordances. Their
architecture, Figure 2.2, receives a navigation command that selects a specific neural network
to predict the affordances. The authors reported that training specialized neural networks
for each navigation command leads to better performance than training neural networks that
use navigation commands as inputs.

As an alternative to navigation commands, some authors have used the desired trajectory,
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Figure 2.7: Simplified version of the branched architecture proposed by Codevilla et al. [77].
The system receives as inputs a RGB image, vehicle measurements and a navigation command.
The RGB image and the vehicle measurements are processed independently by a convolutional
neural network and a fully-connected neural network, respectively. The outputs of these neural
networks are concatenated to form the input of the next stage. The navigation command
is used as a switch that selects which fully-connected neural network should process the
concatenated data and therefore produce the control commands.

provided by a global planner, as input [24, 95, 115]. Usually the trajectory is conveyed into
the system under the form of waypoints. For instance, in [95], Prakash et al. used GPS coor-
dinates provided by CARLA as input, to predict local waypoints (see Figure 2.3). The GPS
coordinates provided by CARLA are relatively sparse and can be spaced hundreds of meters
apart. Conversely, the waypoints predicted by the neural network refer to the trajectory that
the agent should follow in subsequent timestamps. Cai et al., in [115], instead of using the
global planner from CARLA, implemented the A∗ [116,117] algorithm to plan the coarse route
from the initial point to the destination point based on static maps. The waypoints provided
by global planners do not consider dynamic objects nor information regarding traffic-lights.
Its only purpose is to provide a global trajectory based on static elements of the environment.

In the last few years, several authors suggested that, for urban environments, the inte-
gration of RGB cameras and LiDAR is essential [95, 100, 115]. These modalities are often
seen as complementary, where the RGB cameras provide information about the road and
visual aspects of the scene, such as traffic-lights, and the LiDAR provides accurate spatial
information in 360 degrees [100]. Prakash et al., in [95], as discussed above, proposed the
usage of the attention mechanism of transformers to integrate RGB images and LiDAR data.
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Authors argued that it is a robust and flexible way of integrate different modalities of sensors
in general, and not only the RGB camera and LiDAR (see Figure 2.3). Chen et al. also
used RGB images and LiDAR data as inputs. Instead of using the raw point clouds from
the LiDAR as input, they performed a prepossessing step, where the raw point clouds are
converted into a 2D LiDAR bird’s eye image, which is then conveyed into the network [100].

Cai et al. in [115] explored even further the combination of multiple modalities, where
they proposed an end-to-end AD system that receives RGB camera, LiDAR and RADAR data
as input. This multimodal information is processed by uniform alignment and projection onto
the image plane. In addition to cameras, LiDARs and RADARs, some authors also use HD
maps as inputs. For example, Zeng et al. proposed a system that takes LiDAR data and HD
maps as inputs of the network [22].

Multiple authors have also used high-level measurements about the state of the vehicle,
such as current velocity or acceleration [75,77,81]. When the model only considers one frame
to make a decision, the usage of the current velocity can be highly useful [33]. However, in
IL approaches, if the model receives the current speed and predicts the speed for the next
timestamp as one of the outputs, there is high changes of causing the inertia problem. In
most cases, the current speed and the speed in the next timestamp are highly correlated,
which can induce the model to only consider the current speed to predict the speed in the
next timestamp. This can seriously hamper the effectiveness of the agent, because it can lead
to agents that are reluctant to change the velocity.

Although most of end-to-end approaches use a RGB camera as the only input modality,
several works reported that multimodality outperforms single modality configurations in ur-
ban environments [77, 95, 100, 115]. Based on latest end-to-end AD papers, it is evident that
researchers are moving from single modality to multimodal configurations (see Table 2.1).
From all the available sensors, LiDAR appears to be the one that can add more valuable
information to the RGB camera. Furthermore, as AD in urban environments deals with
the problem of navigating from one location to another, navigation commands or desired
trajectories, are often used.

2.2.3 Output Modalities

The majority of the end-to-end AD systems produce the steering angle and the speed for
the next timestamp as outputs [65, 93, 99, 111]. These properties are easily obtained from a
vehicle and, therefore, can be used as labeled data for IL approaches. Usually, traditional
PID controllers [118] are required to convert the steering angle and speed outputted by the
network into acceleration/brake and steering torque of the vehicle [24,99,101]. The downside
of these approaches is that it is very difficult to comprehend the decisions taken by the model.
In other words, when the model produces an incorrect driving decision, it is not possible to
understand the reason for that decision.
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In recent years, some authors have explored the usage of trajectories (waypoints) as the
output modality of the system [22, 95]. For instance, Prakash et al. proposed a system
that predicts waypoints for the future 4 timestamps [95] (see Figure 2.3). Zeng et al., in
[22], proposed a system that produces 3D detections as well as their future trajectories, and
then uses a planner to choose from the set of possible trajectories the one that minimizes a
predefined cost. In this output modality, it is also necessary to implement a controller (usually
a PID) that generates low-level steering and acceleration/braking commands to reach the
desired trajectory [95, 101]. As an alternative to PID controllers, Gutiérrez et al. proposed
a modular and scalable waypoint tracking controller, fully integrated in ROS [119]. One
advantage of outputting waypoints, instead of the steering angle and velocity commands, is
that the model is required to plan the action for the future timestamps, and not only for the
next one. This long-term planning increases the robustness of the driving policy because it
converts a reactive agent into a planning agent. Another advantage concerns interpretability:
it is much easier to interpret and analyze waypoints rather than momentary steering and
velocity commands. Using waypoints, it is possible to convey the intentions of the system.

In order to further increase the interpretability of the systems, some authors have also
used additional outputs. For example, in [100], as discussed above, the system predicts a
semantic mask of the scene, and in [101] the system reconstructs semantic images using a
scene understanding decoder. Usually, these additional outputs are computed by a separate
branch of the network based on an intermediate layer of the network [33]. These outputs are
not directly related to the main output of the network, but they provide information about the
internal representation of the network, which is immensely useful to comprehend the driving
decisions and to explain the failures. The authors, in [94], reported that the joint learning of
the main and additional outputs leads to more robust and effective driving policies.

Although the majority of end-to-end AD produces steering angle, throttle, and braking
as final output of the network, the most promising output modality is waypoints. The long-
term planning and interpretability make waypoints more suitable for AD, especially for urban
environments. To further increase the level of interpretability, the usage of additional outputs,
learned in a joint learning mechanism, is highly recommended.

2.3 Evaluation

This section focuses on quantitatively evaluating the results from the approaches described
throughout the document. However, to additionally provide a comparison between end-to-end
approaches and modular approaches, we have also included a modular approach, proposed
by Dosovitskiy et al. [39], in this section. This approach divides the driving task into three
modules: perception, planning, and continuous control. The perception module uses semantic
segmentation to estimate lanes, dynamic objects, and other hazards. The planning module
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consists of a rule-based state machine that implements a driving policy specially designed for
urban environments. Finally, the continuous control module is a PID controller that produces
the steering, throttle, and brake commands.

Table 2.1 depicts the summary of the aforementioned approaches divided by the three
points of discussion: architecture, inputs and outputs. This table follows a chronological
order to facilitate the extraction of possible trends. Regarding the architectures, there is
not a clear trend. Thus, it is not possible to claim which approach, IL or RL, is the most
suitable for urban environments. Concerning the inputs, in 2018, none of the approaches used
LiDAR as data source, while in 2021, four out of seven used LiDAR, which clearly shows the
applicability and usefulness of LiDAR in urban environments. Finally, regarding the outputs,
in 2018, the only output modality was steering angle, throttle and braking, while in 2021,
some authors have used future waypoints as the output of the models. As stated before,
around 65% of the approaches studied are from 2020 or 2021, which indicates that, more
than ever, researchers are focused on applying end-to-end AD system in urban environments.

Given that this paper focuses on evaluating end-to-end AD systems tested on CARLA, we
used two benchmarks (CoRL2017 and NoCrash) of the simulator to accurately compare the
performance of the approaches. An additional advantage of comparing all approaches within
the same benchmarks is that all approaches use the same sensors, and therefore share the
technical specifications. For example, for all approaches, the camera sensor provides images
with 800x600 pixels and has a horizontal field of view of 90 degrees. The LiDAR sensor is a
Velodyne 64, with a range of 10 meters, and covers a horizontal field of view of 360 degrees.
Lastly, the RaDAR sensor has a range of 100 meters and a horizontal field of view of 30
degrees.

Our goal was to compare all algorithms listed in Table 2.1; however, some works were
evaluated in different benchmarks, reason why they are not considered in the evaluations.
Notwithstanding, the majority of the approaches were evaluated in the aforementioned bench-
marks. In both benchmarks, there are two towns: Town 01 and Town 02.

Town 01 (see Figure 2.8) consists of 2.9 Km of road with 11 intersections, and it is used
to train the models. We will refer to this as the training conditions. Town 02 (see Figure
2.9) consists of 1.4 Km of road with 8 intersections, and it is used to test the models under
different weather conditions when comparing with the ones used in the training conditions.
We will refer to this as the test conditions. It is worth noting that Town 01 and Town 02 are
simplified versions of urban environments. Their layout consists of several T-junctions with
traffic lights. There are more realistic scenarios in CARLA, as is the case of Town 3, which
contains 5-lane junctions, a roundabout, and a tunnel. However, only a few approaches have
tested their algorithms under such conditions and therefore it is unsuitable for comparisons,
at least for now.

The CoRL2017 benchmark is the original CARLA benchmark, and the goal is to navigate
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Table 2.1: Contributions of AD systems in urban environments, described in terms of: archi-
tecture, inputs and outputs. The table follows a chronological order of the papers.

Approach Architecture Inputs Outputs

Dosovitskiy et al.
2017 [39]

modular architecture: perception,
planning, and continuous control

RGB image
navigation command

steering angle
throttle
brake

Sauer et al.
2018 [93]

conditional affordances prediction
followed by a controller

RGB image
navigation command

steering angle
throttle
brake

Mehta et al.
2018 [94] IL with affordances prediction RGB images

navigation command

steering angle
throttle
brake

Liang et al.
2018 [81] IL followed by RL

RGB image
vehicle measurements
navigation command

steering angle
throttle
brake

Codevilla et al.
2018 [77]

IL with navigational command
as input (command input)

RGB image
vehicle measurements
navigation command

steering
acceleration

Codevilla et al.
2018 [77] conditional IL (branched)

RGB image
vehicle measurements
navigation command

steering
acceleration

Chen et al.
2019 [74] privileged IL

RGB image
vehicle measurements
navigation command

steering angle
throttle
brake

Toromanoff et al.
2020 [111] RL with implicit affordances RGB images

navigation command
steering angle

throttle

Xiao et al.
2020 [65] multimodal conditional IL

RGB image
depth information/LiDAR

vehicle measurements
navigation command

steering angle
throttle
brake

Cai et al.
2020 [115]

probabilistic motion planning
using multimodal information

RGB image
LiDAR

RADAR
vehicle measurements

desired trajectory

steering angle
throttle
brake

Chen et al.
2020 [99] conditional DQN RGB image

desired trajectory
steering angle
acceleration

Chen et al.
2021 [100] latent RL

RGB image
LiDAR

desired trajectory

steering angle
throttle
brake

Zeng et al.
2021 [22] interpretable IL LiDAR

HD map waypoints

Huang et al.
2021 [101] IL with scene understanding

RGB image
depth information/LiDAR

navigation command

steering angle
speed

Ahmed et al.
2021 [75]

affordances prediction
followed by RL

RGB image
vehicle measurements
navigation command

steering angle
acceleration

brake

Agarwal et al.
2021 [24] combination of modular and RL

segmented bird’s eye view
traffic-light information
vehicle measurements

desired trajectory

steering angle
speed

Prakash et al.
2021 [95] IL with multimodal fusion transformer

RGB image
LiDAR

vehicle measurements
desired trajectory

waypoints

C. Huang et al.
2021 [101] deductive RL RGB image

navigation command

steering angle
acceleration

brake
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Figure 2.8: Illustration of the four driving tasks of CoRL2017 benchmark in Town 01. (a),
(b), (c), and (d) represent the Straight task, One Turn task, Navigation task, and Navigation
with Dynamic Obstacles task, respectively.

from a starting point to a destination point using a route planner [39]. There are four driving
tasks, with increasing difficulty levels: Straight, One Turn, Navigation and Navigation with
Dynamic Obstacles (see Figure 2.8). In the Straight task, the destination is straight ahead of
the starting point, and there are no dynamic obstacles in the environment. In the One Turn
task, the destination is one turn away from the starting point and the environment contains
no dynamic obstacles. In the Navigation task there is no restriction on the location of the
destination and starting point, and once again, there are no dynamic obstacles. Finally, in
the Navigation With Dynamic Obstacles, the scheme is the same as the previous task, but
with dynamic obstacles (cars and pedestrians) introduced in the scene. For each task, for an
episode to be considered successful the agent must reach the destination within a time limit,
defined as the time required to reach the destination along the optimal path at a speed of 10
km/h [39]. Driving infractions, such as collisions or driving on the sidewalk do not lead to
the termination of the episode, which means that the primary objective of this benchmark is
to evaluate skills such as lane following and performing 90 degrees turns [91].

Table 2.2 depicts, for the CoRL2017 benchmark, the percentage of successfully completed
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Table 2.2: Results of CoRL2017 benchmark. Each value corresponds to the percentage
of successfully completed episodes, for each task in training conditions. Each column
corresponds to an approach. Best scores are highlighted in bold.

Task Dosovitskiy et al.
2017

Liang et al.
2018

Sauer et al.
2018

Chen et al.
2019

Toromanoff et al.
2020

Xiao et al.
2020

Huang et al.
2021

Ahmed et al.
2021

Agarwal et al.
2021

C. Huang et al.
2021

Straight 98 98 100 100 100 98 100 100 99 100
One Turn 82 97 97 100 100 99 100 98 100 98
Navigation 80 93 92 100 100 93 100 93 100 93

Nav. dynamic 77 82 83 100 100 89 98 94 100 75

episodes out of 25, for each task in training conditions, using 10 approaches. In general, the
results of each approach are worsening with the increase in difficulty of the task. However,
both Chen et al. [74] and Toromanoff et al. [111] achieved the maximum score in all tasks.
Huang et al. [101] and Agarwal et al. [24] also achieved excellent results. As expected, the
overall results are very satisfactory, because the agents are being tested under the same
conditions in which they were trained (same town and same weather).

Table 2.3 has the same structure as Table 2.2, but refer to the testing conditions. Chen
et al. [74] kept the maximum score, while Toromanoff et al. [111] suffered a slightly decreased
in the score. Huang et al. [101] also achieve very satisfactory results. As expected, the scores
in training conditions are much better than in testing conditions. Nevertheless, the overall
results under testing conditions are surprisingly good, suggesting that the models were able
to generalize the driving policy to unknown scenarios.

The main difference between the system proposed by Chen et al. and the others is that
the system uses a teacher that has access to privileged information to train a vision-based
agent. Based on the results described above, there are strong indications to conclude that this
learning method is immensely effective considering the evaluation metrics of the CoRL2017
benchmark.

Based on Table 2.2 and Table 2.3, it is also possible to unmask some of the limitations of
modular approaches, namely poor generalization, and error propagation. The testing results
were considerably worse than the training conditions because the perception module fails
systematically under complex and unseen conditions. When the perception module fails, the
planning module is not able to produce a reliable path and therefore the continuous control
module is unable to produce accurate control commands. However, we want to stress that
these results do not allow us to conclude that current end-to-end approaches are superior to
modular approaches. The modular approach considered is from 2017, and it is expected that
novel and better ones have been developed in the meantime. Furthermore, such bold claim
would require an extensive comparison between modular and end-to-end approaches, which
is out of the scope of this paper.

The NoCrash benchmark comprises three tasks with distinct levels of difficulties: Empty,
Regular, and Dense (see Figure 2.9) [91]. The Empty task corresponds to an uninhibited town
with no dynamic obstacles. The Regular task consists of a town with a moderate number of
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Table 2.3: Results of CoRL2017 benchmark. Each value corresponds to the percentage of suc-
cessfully completed episodes for each task in testing conditions. Each column corresponds
to an approach. Best scores are highlighted in bold.

Task Dosovitskiy et al.
2017

Liang et al.
2018

Sauer et al.
2018

Chen et al.
2019

Toromanoff et al.
2020

Xiao et al.
2020

Huang et al.
2021

Ahmed et al.
2021

Agarwal et al.
2021

C. Huang et al.
2021

Straight 50 98 94 100 100 97 100 97 100 100
One Turn 50 82 72 100 100 83 100 95 98 82
Navigation 47 68 68 100 100 93 100 92 100 68

Nav. dynamic 44 62 64 100 98 94 94 91 99 60

vehicles and pedestrians. Finally, the Dense task corresponds to a town with many vehicles
and pedestrians. This benchmark is more recent than CoRL2017, so only a few approaches
have assessed their algorithms in these tasks. The core idea of this benchmark is to introduce
a new aspect in the evaluation of the agent: the response to dynamic objects. Measuring
an agent solely based on whether it navigates to the destination point without considering
what happened in the meantime is a limited judgement of its driving capabilities. As such,
in the NoCrash benchmark, for an episode to be considered successful, the agent must reach
the destination under the time limit with the additional constraint of not colliding with any
object. This benchmark is a more complete assessment of the driving performance, although
there are several other aspects of urban driving which are yet to be considered. Some examples
are respecting traffic lights and abiding to speed limits.

Table 2.4 contains the percentage of successfully completed episodes out of 25, for each
task in training conditions, for 5 approaches. The overall scores, in this table, clearly indicate
that this benchmark is more difficult than the CoRL2017 benchmark. Once again, Chen et
al. [74] achieved the best results in all tasks. Without considering Chen et al. [74], all other
approaches presented relatively low scores in the Dense task, even though the conditions were
exactly the same as in training.

Table 2.5 contains the results for the testing conditions, and here, Ahmed et al. [75]
achieved the best results, surpassing Chen et al. [74] in two tasks. Agarwal et al. [24] also
achieved excellent scores in these conditions, achieving the same score as Ahmed et al. [75] in
the Regular and Dense tasks. In the Empty and Regular tasks, all approaches have achieved
good results, always above 80%. The poor results showed in the Dense task in training
conditions were amplified in test conditions. Toromanoff et al. [111] and Huang et al. [101]
achieved a score of less than 50% successful episodes, which clearly proves that current end-
to-end AD systems have a considerable difficulty in dealing with dense urban environments.

Results from the quantitative evaluation are inconclusive in what concerns the best archi-
tecture for urban environments. For the CoRL2017 benchmark, the most effective approach
was IL-based architecture (Chen et al. [74]), while for the NoCrash benchmark the most effec-
tive approach was RL-based architecture (Ahmed et al. [75]). Table 2.2 and Table 2.3 suggest
that current end-to-end AD systems are already very effective at tackling simple driving tasks,
such as Straight and One Turn. These approaches also appear to be relatively well prepared
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Figure 2.9: Illustration of the three driving tasks of NoCrash benchmark in Town 02. (a),
(b), and (c) represents the Empty task, Regular task, and Dense task, respectively.

for Navigation tasks. Conversely, Table 2.4 and Table 2.5 suggest that current end-to-end AD
systems are not yet prepared to cope with dense traffic situations, characteristic of many real-
world cities. The intricate problem of dealing with multiple agents and their unpredictability
appears to be most challenging problem for end-to-end AD systems in urban environments.
These results clearly indicate that further research is required in this area to tackle the dense
urban environments.

2.4 Conclusions

This paper is the first evaluation of end-to-end AD systems in urban environments. We
performed a detailed analysis of 17 approaches, based on three key points: architecture, inputs
and outputs. Two CARLA benchmarks were used to quantitatively compare the approaches:
CoRL2017 and NoCrash. For the CoRL2017 benchmark, we compared 10 approaches both
in training and testing conditions, where we show that the solution proposed by Chen et
al. [74] achieved an excellent score of 100% in all tasks considered. Furthermore, results also
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Table 2.4: Results of NoCrash benchmark. Each value corresponds to the percentage of suc-
cessfully completed episodes for each task in training conditions. Each column corresponds
to an approach. Best scores are highlighted in bold.

Task Chen et al.
2019

Toromanoff et al.
2020

Huang et al.
2021

Ahmed et al.
2021

Agarwal et al.
2021

Empty 100 100 100 100 100
Regular 99 96 91 97 90
Dense 95 70 61 70 87

Table 2.5: Results of NoCrash benchmark. Each value corresponds to the percentage of suc-
cessfully completed episodes for each task in testing conditions. Each column corresponds
to an approach. Best scores are highlighted in bold.

Task Chen et al.
2019

Toromanoff et al.
2020

Huang et al.
2021

Ahmed et al.
2021

Agarwal et al.
2021

Empty 100 99 100 100 100
Regular 94 87 82 96 96
Dense 85 42 43 87 82

suggest that modular approaches suffer from poor generalization and error propagation. For
the NoCrash benchmark, we compared 5 approaches both in training and testing conditions.
In the training conditions Chen et al. [74], once again, achieved the best results, while in
the testing conditions the approach proposed by Ahmed et al. [75] achieved the best scores.
From the analyses of Table 2.4 and Table 2.5, we can conclude that the current end-to-end
AD systems are not prepared to deal with dense traffic, suggesting that additional research
is required.

The use of simulators, such as CARLA, clearly plays a key role in the training of AD sys-
tems. Learning to drive in the simulation domain presents innumerous advantages: avoiding
human casualties and expensive crashes, changing lightning and weather conditions, and re-
shaping structural elements of the scenes. It is also possible to reconstruct rare and dangerous
scenarios that foster the learning of a robust and safer driving policy [120]. Furthermore, in
simulators, we can exploit privileged information, such as the pose of the vehicle and semantic
information, that would otherwise not be possible to have. However, the carry over from sim-
ulation to reality poses significant problems, mainly due to the simulation-reality gap [121].
The process of transferring a model trained in simulation to the real world is referred to as
transfer learning and, in the past years, several approaches have been proposed to tackle this
issue [120–123]. Due to the novelty of end-to-end AD systems, none of the works addressed
in this paper have been validated in real-sized vehicles in the real world. This is an important
area to address in the near future.
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The next paragraphs of this section offer a critical analysis of end-to-end AD, focused on
the three points considered in this paper: architecture, inputs and outputs.

IL is the most dominant strategy for end-to-end AD systems. However, there are some
fundamental limitations that should be highlighted. First, IL is limited to the average of the
training data, i.e., the model will learn the most repeated features in the data, ignoring the
rare cases. In driving, a rare case might be a child running towards a ball in the middle of
the road, and that is not a case that we are willing to ignore. Second, and from our point
of view, the most limiting factor of IL concerns the limitation of the teachers. Since the
goal of AD is to obtain systems that can drive better than humans, we cannot be limited
by demonstrations from humans, otherwise, the best we can hope to achieve is the same
driving performance of humans, and as we have noted, it is not enough. For those reasons,
we believe that the most promising architecture is RL-based. In recent years, agents trained
with RL techniques have already achieved super-human performance, as in the case of game
playing [124] and robotics [125]. An agent trained with RL can explore various possible cases,
including dangerous and rare cases, and then learn based on those cases.

The most dominant strategy for input sensor modalities, in end-to-end AD, is to use
RGB cameras. Most proponents of those configurations claim that it is the most affordable
way to deploy AD systems. However, based on the works described above, multimodality
appears to be much more effective than the single modality RGB cameras. Furthermore, as
demonstrated by Chen et al. [100], RGB images and LiDAR information are complementary,
providing a more detailed understanding of the scene. Concerning navigation information,
we believe that momentary indications, such as “turn right”, can induce ambiguity in a scene
where multiple roads may lead to the right. Based on that, it seems that the model should
receive the desired trajectory, provided by a global planner, as input. As it is widely used,
vehicle measurements should also be taken into consideration.

The most common outputs in end-to-end AD systems are steering angle, throttle and
braking. At first glance, this is the logic approach since we are dealing with end-to-end sys-
tems. However, we believe that it is not the most promising approach. Momentary control
commands are very difficult to interpret, and to explain the decisions taken by the model.
On the other hand, as used in [22, 95], waypoints are better to convey the intentions of
the system. Furthermore, predicting waypoints forces the model to plan the long-term tra-
jectory instead of reacting to momentary inputs. When using waypoints, both the lateral
and longitudinal movement are explained: the lateral movement is explicit in the waypoints
and the longitudinal movement can be easily explained by the distance between successive
points. To further increase the visualization of the intentions of the model, and to increase
the effectiveness of the driving policy, additional outputs, learned in a joint mechanism,
are highly recommended.
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Abstract: Current approaches of Reinforcement Learning (RL) applied in urban Au-
tonomous Driving (AD) focus on decoupling the perception training from the driving pol-
icy training. The main reason is to avoid training a convolution encoder alongside a policy
network, which is known to have issues related to sample efficiency, degenerated feature rep-
resentations, and catastrophic self-overfitting. However, this paradigm can lead to represen-
tations of the environment that are not aligned with the downstream task, which may result
in suboptimal performances. To address this limitation, this paper proposes RLAD, the first
Reinforcement Learning from Pixels (RLfP) method applied in the urban AD domain. We
propose several techniques to enhance the performance of an RLfP algorithm in this domain,
including: i) an image encoder that leverages both image augmentations and Adaptive Local
Signal Mixing (A-LIX) layers; ii) WayConv1D, which is a waypoint encoder that harnesses
the 2D geometrical information of the waypoints using 1D convolutions; and iii) an auxil-
iary loss to increase the significance of the traffic lights in the latent representation of the
environment. Experimental results show that RLAD significantly outperforms all state-of-
the-art RLfP methods on the NoCrash benchmark. We also present an infraction analysis on
the NoCrash-regular benchmark, which indicates that RLAD performs better than all other
methods in terms of both collision rate and red light infractions. The source code of RLAD
is available at https://github.com/DanielCoelho112/rlad.

3.1 Introduction

In recent years, Autonomous Driving (AD) has experienced significant growth due to ad-
vancements in artificial intelligence and information sensing, which have received widespread
attention in both academia and industry [43]. In general terms, AD involves tasks that fall
into two main categories: environment perception and driving policy [14, 15, 126]. First, the
autonomous agent must derive a useful representation of the environment from sensor data,
and then generate the appropriate control commands based on the driving policy in order to
keep the vehicle on a safe route.

Urban driving is one of the most challenging environments for autonomous vehicles, mainly
due to the unpredictability and diversity of agents present in the environment, as well as
complex situations, such as pedestrians crossing lanes, traffic lights, intersections, among
others [43, 111]. Due to its complexity, researchers have shifted their focus to end-to-end
methods (e.g., Imitation Learning (IL) and Reinforcement Learning (RL)), instead of modular
pipelines [75].

Imitation Learning (IL) learns a driving policy from a dataset of expert demonstrations
using supervised learning techniques [24], in which the goal is to create an agent that behaves
as similarly as possible to the expert. The major limitations of this method are that the
driving policy is limited to the performance of the experts, and it is practically inconceivable
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to collect expert data covering all possible driving situations [43]. IL algorithms also suffer
from a distribution mismatch in the training data, i.e.the algorithm will never encounter
failing situations, and therefore, will not react properly in those conditions [111,127].

Conversely, Reinforcement Learning (RL) learns a driving policy by interacting directly
with an environment and collecting rewards that assess the suitability of an action taken in
a given state [38]. Usually, the goal of the agent is to maximize the cumulative rewards. As
in this case the agent is interacting directly with the environment, it does not suffer from a
distribution mismatch and is also not limited to the performance of an expert. However, due
to the extensive exploration of the environment during the training stage, RL is known to have
a poor sample efficiency, requiring an order of magnitude more data than IL to converge [38].

Reinforcement Learning from Pixels (RLfP) is a type of RL that directly maps the im-
age data into actions. This requires simultaneously training a convolution encoder alongside
a policy network, which is a challenging task due to the sample efficiency problem [128].
Additionally, it is known that performing Temporal Differences (TD) learning with a con-
volutional encoder leads to unstable training and premature convergence, which eventually
results in degenerated feature representations [129].

Existing RLfP approaches have been applied on Atari games [130] and MuJoCo [131]
tasks, which present significantly fewer challenges in terms of environment perception when
compared to AD. For instance, in Atari and MuJoCo, practically any change in the observation
space is task-relevant, whereas in AD the observation space contains predominately task-
irrelevant information, as is the case of clouds and architectural details [132]. To bypass this
problem, current RL approaches applied in urban AD focus on decoupling the perception
training from the driving policy training [24, 38, 75, 101, 111, 133]. The idea is to train an
encoder using supervised or unsupervised techniques to derive a latent representation from the
sensor data, and then train an RL algorithm that maps the latent representation into actions.
This adds stability to the optimization by circumventing dueling training objectives. However,
it leads to suboptimal policies because the encoder may not be aligned with the downstream
task [35]. Since the objective is to maximize the cumulative rewards, it is beneficial to use
them to improve simultaneously the feature representation of the sensor data and the driving
policy network [132].

This paper proposes RLAD, a Reinforcement Learning from Pixels Autonomous Driving
agent, capable of driving under complex urban environments. This is the first approach to
carry out a successful simultaneous training of the encoder and policy network using RL in
the domain of vision-based urban AD. We leverage the latest advancements in RLfP that
have been achieved by Meta AI1 and propose techniques to integrate those advancements in
the urban AD domain. Overall, we summarize our main contributions as follows:

• We propose RLAD, the first method that learns simultaneously the encoder and the
1 https://ai.facebook.com/
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driving policy network using RL in the domain of vision-based urban AD. We also show
that RLAD significantly outperforms all state-of-the-art RLfP methods in this domain;

• We introduce an image encoder that leverages both image augmentations and Adaptive
Local Signal Mixing (A-LIX) layers to minimize the catastrophic self-overfitting of the
encoder;

• We propose WayConv1D, a waypoint encoder that leverages the 2D geometrical infor-
mation of the waypoints using 1D convolutions with a 2×2 kernel, which significantly
improves the stability of the driving;

• We perform a comparative analysis of the state-of-the-art RLfP in the domain of vision-
based urban AD, where we show that one of the main challenges is obeying traffic lights.
To address this limitation, we incorporate an auxiliary loss that specifically targets the
traffic light information in the latent representation of the image, thereby enhancing its
significance.

3.2 Related Work

3.2.1 Reinforcement Learning for Autonomous Driving

RL has been used in AD to overcome the limitations of IL, however, vision-based RL,
or more precisely RLfP, comes with several drawbacks [38]. Camera images are of high
dimensions, thus requiring larger RL networks and optimizing dueling training objectives:
the image encoder and the policy network [35]. To overcome these limitations, the common
approach is to disentangle the perception network from the policy network and perform a two-
stage training [24,38,75,101,111,133]. The first stage consists of encoding the sensor data in
a latent representation by pretraining a visual encoder on visual tasks, such as classification
and segmentation [38]. Then, the latent representations are received by an RL algorithm
to train the driving policy network. Following this line, Toromanoff et al. [111] proposed a
method called Implicit Affordances. First, a visual encoder is trained using auxiliary tasks,
such as traffic light state and distance, road type, semantic segmentation classification, among
others. Then the visual encoder is frozen, and an RL algorithm (Rainbow-IQN Ape-X [134])
is used to train the policy network on the latent representation. Ahmed et al. [75] also used
the concept of affordances, but went even further and used the affordances themselves as the
input of the RL algorithm. More recently, Zhao et al. [133] proposed CADRE, a cascade
RL framework for vision-based urban autonomous driving. Their method first trains offline
a co-attention perception module to learn relationships between the input images and the
corresponding command controls from a driving dataset. This module is then frozen and is
used as the input of an efficient distributed Proximal Policy Optimization (PPO) [135] that
learns the driving policy network online [133]. The usage of the two-stage training allowed
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these approaches to use large image encoders to derive a more complex representation of the
environment from the sensor data. However, one can argue that the obtained representation
may not be totally aligned with the downstream task since it was not trained jointly with
the driving policy network. RLfP aims to fix this limitation by updating the image encoder
alongside the driving policy network. It is a method that is receiving massive attention in
recent years and can offer numerous benefits to vision-based urban AD.

3.2.2 Reinforcement Learning from Pixels

Sample-efficient RL algorithms capable of training directly from pixel observations could
open up a multitude of real-world applications [128]. However, simultaneously training an
image encoder and a policy network is a challenging problem due to the strong correlation
between samples, sparse reward signal, and degenerated feature representations [128,129,136].
Naive approaches that use a large image encoder result in severe overfitting, and a smaller
image encoder usually produces impoverished representations which limit the performance of
the agent [128]. One way of addressing this problem is to employ auxiliary losses. Shelhamer et
al. [136] proposed to use several auxiliary losses to enhance the performance of Asynchronous
Advantage Actor Critic (A3C) [137]. Zhang et al. [132] predicted the rewards and dynamics of
the environment as auxiliary losses. Yarats et al. [35] proposed SAC+AE, where the authors
demonstrated that combining the off-policy RL algorithm Soft Actor-Critic (SAC) [138] with
pixel reconstruction is vital for learning good representations. Following this line, Srinivas
et al. [139] proposed CURL – Contrastive Unsupervised Representations for Reinforcement
Learning. CURL uses contrastive learning to maximize agreement between an augmented
version of the same observation, and to minimize agreement between different observations
[139]. The authors showed that this method significantly improves the sample efficiency of
the algorithm. A different line of research was proposed by Kostrikov et al. [128], where the
authors proposed DrQ. This work demonstrated how image augmentations can be applied
in the context of model-free off-policy RL algorithms. The authors proved that using image
augmentations leads to better results than using auxiliary losses [128]. Finally, Yarats et
al. [140] proposed an improved version of DrQ, named DrQ-V2. This version is the result of
several algorithmic changes: (i) changing from SAC to Deep Deterministic Policy Gradient
(DDPG) [141], (ii) incorporating multi-step return, (iii) improving the data augmentation
technique, (iv) introducing an exploration schedule, (v) selecting better hyper-parameters
[140].

3.3 Method

RLAD is the first RLfP method applied to the domain of urban AD. Its main purpose is to
derive a feature representation from the sensor data that is fully aligned with the driving task
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Figure 3.1: Architecture of RLAD. As input, the system receives K consecutive central
images, N waypoints computed using a global planner, and measurements from the vehicle
from the last K steps. Each input is processed independently by a different encoder. The
latent representations of each input are then concatenated, forming the input of the SAC
algorithm (h̃ =

[
ĩ w̃ ṽ

]
). The actor network of the SAC, along with a PID, is responsible

for outputting the command controls, while the Q-networks are responsible for outputting
the value function. To guide ĩ to contain information about the traffic lights, we add an
auxiliary branch to perform traffic light classification. All elements of the neural networks
are represented at scale. The dashed arrows provide a visual representation of how each loss
function affects the parameters of the system in the backpropagation stage.

while learning the driving policy simultaneously. The core of RLAD is built upon DrQ [128],
but with several modifications. First, in addition to the image augmentations, we also append
at the end of each convolutional layer of the image encoder, a regularization layer called
Adaptive Local Signal Mixing (A-LIX) [129] (more details in Section 3.3.2), which significantly
improves the stability and efficiency of the training. Second, we performed an extensive study
of the best hyperparameters, where we realized that some hyperparameters of DrQ weren’t
optimal for the AD domain. Finally, we use an additional loss for traffic light classification
in order to guide the latent representation of the image (ĩ) to contain information about the
traffic lights.

3.3.1 Learning Environment

The learning environment is defined as a Partially Observable Markov Decision Pro-
cess (POMDP). The environment was built by using the CARLA driving simulator (version
0.9.10.1) [39].
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State space S is defined by CARLA, containing the ground truth about the world. The
agent has no access to the state of the environment.

Observation space At each step the state st ∈ S generates the corresponding observation
ot ∈ O, which is conveyed to the agent. An observation is a stack of 3 sets of tensors from the
last K timesteps (K = 3). Specifically, ot = {(III,WWW,VVV )k}2k=0, where: III is a 3×256×256 image,
WWW corresponds to the 2D coordinates related to the vehicle, for the next N = 10 waypoints
provided by the global planner from CARLA, and VVV corresponds to a two-dimensional vector
containing the current speed and steering of the vehicle.

Action Space A is composed of three continuous actions: throttle, which ranges from 0 to
1; brake, which ranges from 0 to 1; and steering, which ranges from -1 to 1.

Reward function We used the reward function defined in [42] because it has been shown
to accurately guide the AD training.

Training We used CARLA at 10 FPS. Similarly to [42], at the beginning of the episode,
the start and target locations are randomly generated and the desired route is computed
using the global planner. When the target location is reached, a new random target location
is computed. The episode is terminated if one of the following conditions is met: collision,
running a red traffic light, blocked, or if a predefined timeout is reached.

3.3.2 Agent Architecture

The architecture of RLAD is depicted in Figure 3.1. In general, our system has three main
components: an encoder (Section 3.3.2), an RL algorithm (Section 3.3.2), and an auxiliary
loss (Section 3.3.2). To simplify the longitudinal control and ensure smooth control, we
reparameterize the throttle and brake commands using a target speed. As such, a PID
controller is appended at the end of the actor network that produces the corresponding throttle
and brake commands that match the predicted target speed.

Encoder

The encoder is responsible for transforming the data from the sensors (ot) into a low-
dimension feature vector (h̃t) to be processed by the RL algorithm.

Image Encoder As demonstrated in [128], the size of the image encoder is a critical ele-
ment in an RLfP method. Due to the weak signal of the RL loss, encoders commonly used
in AD methods, such as ResNet50 [112] (∼ 25M parameters) or Inception V3 [142] (∼ 27M
parameters), are impracticable. On the other side, small encoders, designed for scenarios of
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smaller complexity, such as IMPALA [143] (∼ 200k parameters), cannot produce an adequate
representation of the environment, which limits the performance of the driving agent. A com-
parison of different encoder sizes and their performance in terms of return can be seen in Figure
3.5. Our findings suggest that the optimal configuration entails a trade-off between larger net-
works that are unsuitable for training with RL and smaller networks that cannot accurately
perceive the environment. The architecture of the proposed image encoder is shown in Table
3.1, containing around 1M parameters. Similarly to DrQ and DrQ-V2, we leverage simple im-
age augmentations to regularize the value function [128,140]. First, we apply padding to each
side of the 256×256 image by repeating the 8 boundary pixels and then selecting a random
crop of 256×256. As in [140], we found it useful to apply bilinear interpolation on the cropped
images. In addition to the image augmentations, we also found that appending an A-LIX
layer [129] at the end of each convolution layer improves the performance of the agent, pos-
sibly by preventing a phenomenon called catastrophic self-overfitting (spatially inconsistent
feature maps that lead to discontinuous gradients in the backpropagation). A-LIX is applied
on the features produced by the convolution layers a ∈ RC×H×W , by randomly mixing each
component acij with its neighbors belonging to the same feature map. Consequently, the
output of A-LIX is of the same dimensionality as the input, but with the difference that the
computation graph minimally disrupts the information of each feature acij , while smoothing
discontinuous component of the gradients signal during backpropagation [129]. Hence, this
technique works by enforcing the image encoder to produce feature maps that are spatially
consistent and thus minimizing the effect of the catastrophic self-overfitting phenomenon.
This process can be succinctly summarized as ĩt = fi(aug(

[
{IIIt−k}2k=0

]
)) , where fi is the

image encoder, aug corresponds to the data augmentation applied, and ĩt corresponds to the
latent representation of the stack of three consecutive images

([
{IIIt−k}2k=0

])
.

Waypoint Encoder Usually, the waypoint encoder consists of using the mean orientation
between the current pose of the agent and the next N waypoints [24] or flattening the way-
points’ 2D coordinates into a vector and then applying an MLP [115]. In our point of view,
both approaches have serious limitations. The former approach clearly oversimplifies the
problem by encoding all waypoint coordinates into a single value. This method only works
for small values of N , because as N increases, the waypoints become more scattered, and thus
the mean orientation ceases to be a reliable indicator. Although the latter approach works for
all values of N , by flattening the 2D waypoint coordinates into a vector, the 2D geometrical
information is not being used. To overcome both limitations, we propose WayConv1D, a
waypoint encoder that leverages the 2D geometrical structure of the input by applying 1D
convolutions with a 2×2 kernel over the 2D coordinates of the next N waypoints. The out-
put of the 1D convolution is then flattened and processed by an MLP. This process can be
summarized as w̃t = fw(WWW t), where fw corresponds to the WayConv1D, and w̃t corresponds
to the latent representation of the waypoints for the current step (WWW t). We found that with
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Table 3.1: Architecture of the proposed image encoder. After each convolution layer, we
applied the ReLU function [144] and the A-LIX regularizer layer [129].

type kernel/stride input size

conv 3×3/2 9×256×256
conv 3×3/2 32×127×127
conv 3×3/2 32×63×63
conv 3×3/2 32×31×31
conv 3×3/1 64×15×15
conv 3×3/1 64×13×13
conv 3×3/1 64×11×11
conv 3×3/1 64×9×9
conv 3×3/1 64×7×7

flatten - 64×5×5
linear - 1600

layernorm - 256
tanh - 256

WayConv1D, the agent learns more efficiently to follow the trajectory without oscillating near
the center of the lane. This is a common issue encountered when utilizing RL in the urban
AD domain, as documented in previous studies [42,111].

Vehicle Measurements Encoder Similarly to [115], we apply an MLP to the vehicle
measurements: ṽt = fv(

[
{VVV t−k}2k=0

]
), where fv is the MLP, and ṽt corresponds to the

latent representation of the concatenation of the vehicle measurements across three steps([
{VVV t−k}2k=0

])
.

RL Algorithm

As the RL algorithm, we use the SAC [138], which is a model-free off-policy actor-critic
algorithm that learns two Q-functions Qθ1 , Qθ2 , a stochastic policy πϕ, and a temperature α

to find an optimal policy by optimizing a γ-discounted maximum-entropy objective [128,145].
The actor policy πϕ(at | h̃t) is a parametric tanh-Gaussian that given h̃t =

[
ĩt w̃t ṽt

]
,

samples at = tanh
(
µϕ(h̃t) + σϕ(h̃t)ϵ

)
, where ϵ ∼ N (0, 1), and µϕ and σϕ are the parametric

mean and standard deviation. The double Q-networks are learned by optimizing a single step
of the soft Bellman residual:

Lθk,i,w,v = E ot,at,ot+1∼D
a′

t+1∼πϕ(·|h̃t+1)

[(
Qθk

(
h̃t, at

)
− y

)2
]

,∀k ∈ {1, 2}, (3.1)
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with the TD target y defined as:

y = rt + γ

(
min
k=1,2

Qθ̄k

(
h̃t+1, a′

t+1

)
− α log πϕ

(
a′

t+1 | h̃t+1
))

, (3.2)

where D represents the replay buffer, rt is the reward received, γ is the discount factor, and
Qθ̄1

and Qθ̄2
denote the Exponential Moving Average (EMA) of the parameters of Qθ1 and

Qθ2 , respectively. Similarly to DrQ-V2, we found it useful to use a single encoder, rather
than a main encoder and an EMA of the main encoder. The policy is updated to maximize
the expected future return plus the expected future entropy:

Lϕ = −E ot∼D
at∼πϕ(·|h̃t)

[
min
k=1,2

Qθk

(
h̃t, at

)
− α log π

(
at | h̃t

)]
. (3.3)

Finally, the temperature α is learned using the loss proposed by Haarnoja et al. [146].

As noted in Equation 3.1 and 3.3, not all losses are propagated to the encoders. Following
[35], we block the actor’s gradients from propagating to the encoder. In contrast with DrQ-
V2, we found that using a learning rate of 10−3, instead of 10−4, results in a faster and
more stable training. One intuition to explain this improvement is related to the observation
space. DrQ-V2 was evaluated in tasks where the observation space is likely task-relevant,
whereas in AD the observation space contains task-irrelevant information, such as clouds and
buildings. Thus, with a larger learning rate, the encoder will learn faster to distinguish the
task-relevant objects from the non-relevant, which prevents the agent from exploring using
unreliable representations of the environment.

Auxiliary Loss

Based on initial experiments, we observed that the agent struggled to associate the color
of the traffic light with the negative reward incurred when passing through a red light. This
is understandable, particularly when we take into account that the traffic light color occupies
only a small fraction of the entire image. To address this issue, we implemented an auxiliary
loss that strengthens the significance of traffic light information in the latent representation of
the image (ĩ). As such, we added a traffic light decoder (fl) to the end of the image encoder
and performed traffic light classification using three classes (C = 3): None, Red, and Green.
None signifies that there is no traffic light within the vicinity of the agent, Red indicates the
presence of a red or yellow traffic light near the agent, and finally, Green denotes a green
traffic light near the agent. A traffic light is considered relevant if it is within a distance of 18
meters from the agent. This threshold ensures that the agent reacts in a timely manner to the
traffic light’s state, enabling safe and compliant navigation through intersections. Every time
we sample a batch of transitions from the replay buffer, we perform traffic light classification
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using the cross-entropy loss:

Ll,i = −
B∑

b=1

C∑
c=1

log

 e(xb,c)∑C
i=1 e(xb,i)

 yb,c, (3.4)

where B is the batch size, x corresponds to the logits outputted by fl, and y corresponds to
the ground truth class. In the backpropagation stage, this loss updates both the parameters
of the traffic light decoder and the parameters of the image encoder.

3.4 Experiments

In this section, we compare RLAD with the state-of-the-art RLfP methods, applied to the
domain of urban AD. First, we define the setup of the experiments, and then compare RLAD
with the state-of-the-art methods both in terms of expected return and using specific metrics
related to urban AD. Finally, we present an ablation study that guided the development of
RLAD.

3.4.1 Setup

Benchmark The methods are evaluated on the NoCrash benchmark [91]. This benchmark
considers generalization from Town 1, a town composed of one-lane roads and T-junctions
with traffic lights, to Town 2, which is a scaled-down version of Town 1 with different textures.
The training is performed using four training weather types, and the testing uses two different
weather types. This benchmark has three levels of traffic density (empty, regular, and dense)
according to the number of vehicles and pedestrians. The results are reported in terms of
success rate, which is the percentage of routes completed without collision. Additionally, we
also report information related to the percentage of route completion, red light infractions,
collisions with vehicles, pedestrians, and layout, and blockages per kilometer.

Training Details All algorithms are trained on the same hardware: a single NVIDIA RTX
2080 Ti. The algorithms are trained for 106 environment steps and are evaluated every 20 000
environment steps. Each evaluation query averages episode returns over 10 episodes. The
Deep Learning library used was PyTorch [147]. The list with the main hyperparameters used
is present in Table 3.2.

Baselines Given that we are the first to propose an RLfP method applied in urban AD, we
compare our method with the state-of-the-art RLfP methods: SAC+AE [35], CURL [139],
DrQ [128], and DrQ-V2 [140]. The official implementation of these methods only uses images
as input, so we added two additional encoders: a waypoint encoder similar to [115], and
a vehicle measurement encoder similar to ours. These encoders were selected because they
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Table 3.2: List of the hyperparameters used by RLAD.

Parameter Value

Replay Buffer capacity 100000
Batch size 256
Action repeat 2
Discount factor γ 0.99
Optimizer Adam [148]
Learning rate 10−3

Critic target update frequency 1
Critic Q-function soft update rate 0.01
Critic update frequency 1
Actor update frequency 1
Auxiliary loss update frequency 1
dim(ĩ) 256
dim(w̃) 32
dim(ṽ) 16
SAC networks size 1024
Actor log stddev bounds [-10,2]
Init temperature 0.1

are the most commonly utilized in the end-to-end AD field. For a fair comparison, we also
reparameterize the throttle and brake commands using a PID controller.

3.4.2 Comparison with Baselines

Figure 3.2 depicts the average return for each method during the NoCrash benchmark’s
training process. It is evident that RLAD significantly outperforms all state-of-the-art meth-
ods. By the end of the training, RLAD manages to attain an average return that is roughly
three times greater than all other methods.

Table 3.3 shows the performance of the algorithms in terms of success rate for every
task of the NoCrash benchmark under testing conditions. In the empty task, all algorithms
perform reasonably well, with the exception of DrQ-V2. However, as the difficulty of the task
increases, the difference between the performance of RLAD and the other methods becomes
more evident. Although RLAD performs equally to DrQ in the empty task, it outperforms the
second best method by 50 % in the regular task and by 220 % in the dense task. One important
observation arising from the table is the consistent decline in performance across all methods
as we transition from empty to dense traffic scenarios. A significant factor contributing to
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Figure 3.2: Comparison of RLAD with state-of-the-art RLfP methods in terms of average re-
turn per episode on the NoCrash benchmark. The solid lines represent the mean performance
over 3 seeds, and the shaded regions represent 90 % confidence intervals.

this trend is inherent to the RLfP paradigm. As we train the convolutional encoder in tandem
with the driving policy network, the process becomes notably intricate. The complexities of
blending RL losses with the task of training a convolutional encoder lead us to deploy smaller
encoders to manage training stability. While these encoders suffice in empty traffic scenarios,
they struggle with the elevated demands of regular and dense traffic environments, causing
difficulties in capturing the intricacies of the environment.

Table 3.3: Success rate (%) on NoCrash benchmark for each task in testing conditions (Town
2 with new weather). The results for each method correspond to the best seed considering
the average episode return (Figure 3.2). Best scores for each task highlighted in bold.

Empty Regular Dense

SAC+AE 82 42 6
CURL 74 30 2
DrQ 94 42 10
DrQ-V2 10 8 0
RLAD 94 62 32

Table 3.4 provides a detailed analysis of the performance of the methods with respect
to AD-related metrics, specifically through an infraction analysis conducted on the regular
task of the NoCrash benchmark. With the exception of DrQ-V2, all state-of-the-art RLfP
methods achieve a route completion over 90 %, but achieve a success rate of less than 50 %.
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This clearly shows that the state-of-the-art RLfP methods are very good at following the
trajectory generated by the global planner, but struggle to deal with dynamic obstacles, as is
the case of vehicles and pedestrians. In contrast, RLAD is capable of dealing with dynamic
obstacles, achieving the best score for all metrics related to collisions. The scores related to the
red light infractions clearly demonstrate that obeying the traffic lights is a challenging task for
RLfP algorithms. RLAD with the auxiliary loss is able to perform 17 % better when compared
with the second best, but still very poorly when compared with state-of-the-art methods that
use IL [2,95,149]. This limitation arises from the impracticability of using large image encoders
in RLfP, which makes it challenging to create representations of the environment that include
small yet important features, such as the color of traffic lights. Among all methods, DrQ-V2
is the one that performs worse in virtually all metrics. Internal investigations showed that the
primary reason for this performance was the RL algorithm used - DDPG. Using our training
conditions, DDPG quickly converges to a suboptimal policy, where the agent tends to remain
still in various situations. This problem can be easily identified in the column related to the
blockages of DrQ-V2: 22.14 blockages per kilometer.

Although RLAD outperforms all RLfP methods in the urban AD domain, it is not yet
competitive with state-of-the-art RL methods that decouple the training of encoder and the
policy network [75,111,133]. However, in the field of continuous control tasks in the MuJoCo
simulator [150], RLfP methods have already surpassed those that decouple the encoder from
the policy network, which suggests that the same pattern may occur in the urban AD domain
as well. Furthermore, the image encoder of state-of-the-art RL methods that decouple the
encoder from the policy network contains around 25 times more parameters than the image
encoder of RLAD [75,111,133], requiring more computation power and resources, which may
compromise their application in real-time settings.

Table 3.4: Driving performance and infraction analysis on the NoCrash benchmark, using the
regular task in testing conditions. The results for each method correspond to the best seed
considering the average episode return (Figure 3.2). Best scores are highlighted in bold.

Success
rate

Route
completion

Collision
pedestrian

Collision
vehicle

Collision
layout

Red light
infraction

Agent
blocked

%, ↑ %,↑ #/Km, ↓ #/Km, ↓ #/Km, ↓ #/Km ↓ #/Km, ↓

SAC+AE 42 98 0.60 1.71 0.99 6.16 0.23
CURL 30 99 0.97 1.91 1.68 6.81 0.20
DrQ 42 100 0.77 1.51 0.19 7.35 0.00
DrQ-V2 8 53 0.58 1.68 1.63 7.04 22.14
RLAD 62 94 0.41 0.71 0.16 5.10 0.84
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Figure 3.3: Ablation study in terms of average return per episode. The solid lines represent the
mean performance over 3 seeds, and the shaded regions represent 90 % confidence intervals.

3.4.3 Ablation Study

We performed three experiments: using the waypoint encoder of [115] instead of Way-
Conv1D; removal of the auxiliary loss; and removal of the A-LIX layers. Figure 3.3 shows the
influence of each of these components in terms of the average return per episode. The most
impactful components are the auxiliary loss and the A-LIX layers. Removing them results in a
performance decrease of 33 % in terms of return. Replacing the WayConv1D by the waypoint
encoder of [115] results in a performance decrease of 15 %. While the effect of WayConv1D on
return might seem less pronounced, its role is vital for the overall driving experience. Figure
3.3 illustrates the horizontal distances to the center lane for both RLAD and RLAD without
WayConv1D. With RLAD, the distribution is narrower, suggesting that the vehicle maintains
a consistent position closer to the center of the lane. In contrast, the wider distribution for
RLAD without WayConv1D indicates the vehicle experiences more lateral oscillations around
the center of the lane.

Table 3.5 provides an in-depth look at driving performance and infractions based on
the ablation study, offering insights into the direct impact of each component. In line with
Figure 3.3, RLAD without WayConv1D experienced the slightest decline in performance.
Notably, the removal of the auxiliary loss in the RLAD method resulted in a significant dip
in performance. This was particularly evident with a 1.85 increase in red light infractions
per kilometer. This outcome aligns with expectations since the auxiliary loss is designed to
enhance the significance of traffic light information in the latent representation. Meanwhile,
excluding A-LIX from RLAD also led to a noticeable drop in performance, primarily evidenced
by a rise in collisions per kilometer.
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Figure 3.4: Distribution of horizontal distances to the center lane using the best seed consid-
ering the average episode return (Figure 3.3). Distributions were computed using the regular
task in testing conditions.

Table 3.5: Ablation study: driving performance and infraction analysis on the NoCrash
benchmark, using the regular task in testing conditions.

Success
rate

Route
completion

Collision
pedestrian

Collision
vehicle

Collision
layout

Red light
infraction

Agent
blocked

%, ↑ %,↑ #/Km, ↓ #/Km, ↓ #/Km, ↓ #/Km ↓ #/Km, ↓

w/o WayConv1D 58 90 0.46 1.01 0.17 5.04 1.20
w/o Auxiliary Loss 49 92 0.56 1.25 0.20 6.95 1.43
w/o A-LIX 51 94 0.59 1.43 0.24 5.12 0.90
RLAD 62 94 0.41 0.71 0.16 5.10 0.84

3.5 Conclusion

This paper introduced RLAD, the first algorithm that learns simultaneously the encoder
and the driving policy network using Reinforcement Learning (RL) in the domain of vision-
based urban Autonomous Driving (AD). Our method significantly outperforms all RLfP state-
of-the-art methods in this domain. Although our method is not yet competitive with the state-
of-the-art methods in end-to-end urban AD, we believe that RLAD can foster the interest in
applying RLfP to the domain of urban AD. Methods that learn simultaneously the encoder
and the policy network have demonstrated better performance in the continuous control
tasks in the MuJoCo simulator, compared to those that decouple the encoder from the policy
network. Based on this, we have grounds to expect that a comparable pattern will emerge in
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Figure 3.5: Comparison of different sizes of image encoders in terms of average return per
episode on the NoCrash benchmark. The solid lines represent the mean performance over 3
seeds, and the shaded regions represent 90 % confidence intervals.

the realm of urban AD, and we believe that RLAD constitutes the first step toward this end.
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Abstract: Reinforcement Learning from Demonstrations (RLfD) has emerged as an effec-
tive method by fusing expert demonstrations into Reinforcement Learning (RL) training,
harnessing the strengths of both Imitation Learning (IL) and RL. However, existing algo-
rithms rely on offline demonstrations, which can introduce a distribution gap between the
demonstrations and the actual training environment, limiting their performance. In this
paper, we propose a novel approach, Reinforcement Learning from Online Demonstrations
(RLfOLD), that leverages online demonstrations to address this limitation, ensuring the agent
learns from relevant and up-to-date scenarios, thus effectively bridging the distribution gap.
Unlike conventional policy networks used in typical actor-critic algorithms, RLfOLD intro-
duces a policy network that outputs two standard deviations: one for exploration and the
other for IL training. This novel design allows the agent to adapt to varying levels of uncer-
tainty inherent in both RL and IL. Furthermore, we introduce an exploration process guided
by an online expert, incorporating an uncertainty-based technique. Our experiments on the
CARLA NoCrash benchmark demonstrate the effectiveness and efficiency of RLfOLD. No-
tably, even with a significantly smaller encoder and a single-camera setup, RLfOLD surpasses
state-of-the-art methods in this evaluation. These results, achieved with limited resources,
highlight RLfOLD as a highly promising solution for real-world applications.

4.1 Introduction

Urban Autonomous Driving (AD) is considered a challenging and critical task. In order
to navigate effectively, agents must analyze a highly intricate environment and continuously
make real-time decisions to adhere to driving regulations, while also interacting with other
dynamic agents like drivers and pedestrians [43]. Consequently, researchers have been redi-
recting their efforts from rule-based methods to end-to-end learning approaches.

End-to-end learning methods can be divided into two categories: Imitation Learning (IL)
and Reinforcement Learning (RL). In IL, an agent learns a task by imitating an expert’s
behavior, leveraging expert demonstrations as ground truth. The main advantage of IL is the
ability to rapidly learn from expert knowledge, accelerating the learning process and acquiring
safe and efficient behaviors [151]. However, agents trained with IL may face challenges in
generalizing to unseen scenarios, as they tend to be biased towards the demonstrated behavior
[38]. On the other hand, RL involves learning through trial and error, where an agent explores
the environment, receives feedback in the form of rewards, and gradually improves its policy.
A key advantage of RL is its ability to handle unknown situations. However, RL often requires
extensive exploration and can be sample-inefficient, requiring significant time and resources
for learning [152].

Reinforcement Learning from Demonstrations (RLfD) seeks to harness the benefits of
both IL and RL by integrating expert demonstrations into the RL training. Thus offering a
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significant boost in sample efficiency compared to standalone RL [151]. This enhancement
stems from the ability of expert demonstrations to minimize the required interactions with the
environment for learning the desired behavior. Moreover, the expert demonstrations provide
valuable insights that enable the agent to explore the state-action space more effectively [36].

Despite the recent advancements of RLfD [153,154], the conventional approach of collect-
ing a demonstration dataset has inherent limitations. One major drawback is the requirement
of pre-collecting a dataset, which can be a laborious and time-consuming process. In complex
domains, like urban AD, it can be particularly arduous to ensure the dataset’s diversity and
coverage of various scenarios and edge cases. Moreover, the reliance on an offline dataset intro-
duces a potential distribution gap between the demonstrations and the training environment,
hindering the agent’s ability to generalize effectively [38]. One known strategy to mitigate
the distribution mismatch between offline datasets and the training environment is the DAG-
GER algorithm [31], which iteratively refines policies by aggregating training data across a
mixture of expert and learner-induced distributions. However, while DAGGER reduces the
distribution gap, it does not inherently account for the uncertainty in decision-making, which
can be critical in dynamic and unpredictable urban driving scenarios.

To tackle the limitations of traditional RLfD, we introduce RLfOLD. RLfOLD utilizes
online demonstrations, collected using privileged information from the simulator, which cir-
cumvents the need for a pre-collected dataset. These demonstrations are seamlessly integrated
into the agent’s replay buffer, ensuring that the agent learns from up-to-date and pertinent
scenarios, thereby effectively bridging the distribution gap. Furthermore, RLfOLD innovates
by merging IL with RL through a dual standard deviation policy network. By employing
different standard deviations, the algorithm can adapt to the varying levels of uncertainty
inherent in RL and IL. Inspired by recent works [155–159], our approach further refines the
exploration process. It empowers the agent with the ability to selectively invoke expert guid-
ance when faced with high uncertainty, enhancing the decision-making process and potentially
leading to more effective learning.

Overall, we summarize our main contributions as follows:

• Introduce RLfOLD, a novel approach that seamlessly integrates IL and RL by leveraging
online demonstrations, effectively bridging the distribution gap between demonstration
and training environments;

• Propose a policy network that outputs two standard deviations, enabling adaptive con-
trol for exploration and IL training while considering uncertainty in both domains;

• Incorporate an uncertainty-based technique guided by an online expert to enhance the
exploration process;

• Conduct extensive experiments on the NoCrash benchmark, which demonstrate the
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superior effectiveness and efficiency of RLfOLD, surpassing state-of-the-art methods
even with reduced resources.

The source code of RLfOLD is available at https://github.com/DanielCoelho112/rlfold.

4.2 Related Work

While RLfOLD is applicable to various tasks, our focus is on testing RLfOLD in the
context of urban AD using the CARLA simulator [39]. As such, this section is focused on the
application of IL, RL, and RLfD methods within the CARLA environment.

4.2.1 Imitation Learning

IL methods aim to learn from an expert using offline demonstrations. In the domain of
AD, various IL approaches have been proposed, and they have demonstrated significant suc-
cess. Notably, IL-based methods have consistently achieved top performance in the CARLA
Leaderboard [160], showcasing their effectiveness in tackling complex driving tasks. Early
works include CIL [77] and CILRS [91] that employ a conditional architecture to activate
different policies based on the navigation command received. LBC [74] and Roach [42] use
privilege experts to provide knowledge to student models. Transfuser [95, 161] designs a
multimodal transformer that fuses the front camera image and LiDAR data, and then a sim-
ple GRU to auto-regress navigation waypoints. LAV [149] trains on data from experiences
collected not just from the ego-vehicle, but also from all surrounding vehicles. This is ac-
complished by learning a viewpoint-invariant spatial intermediate representation. TCP [3]
proposes two branches that generate the planned trajectory and the multi-step control com-
mands, respectively. Then the outputs of both branches are fused to achieve complementary
advantages. Finally, InterFuser [2] uses a transformer to fuse multi-view sensors to encour-
age global contextual perception. Despite the remarkable achievements of IL approaches, a
significant challenge in their deployment lies in addressing the distribution gap between the
demonstration dataset and the environment in which the agent interacts.

4.2.2 Reinforcement Learning

RL has been used in AD to overcome the shortcomings of IL, however, vision-based RL
presents several challenges. One such challenge is the training of a convolution encoder
alongside a policy network, which often leads to catastrophic self-overfitting [44]. To address
this issue, RLAD [44] proposes an image encoder that leverages both Adaptive Local Signal
Mixing (A-LIX) [129] layers and image augmentations. While RLAD represents a significant
advancement in vision-based RL for urban AD, its performance still falls short of the current
state-of-the-art methods. The most successful RL algorithms applied in urban AD disentangle
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the perception network from the policy network by performing two-stage training [44]. The
first stage consists of encoding the sensor data in a latent representation by pretraining a
large encoder on visual tasks, such as classification and segmentation [38]. Then, the latent
representation is processed by an RL algorithm to train the policy network. Following this
line, IAs [111] proposes an algorithm composed of two subsystems. First, the encoder is
trained using auxiliary tasks. Then the encoder is frozen and an RL algorithm is trained on
the encoder latent space. Another example of this disentanglement is CADRE [133]. This
method first trains offline a co-attention perception module to learn the relationships between
the input and the corresponding control commands from a dataset. Then, this module is
frozen and is used to feed an efficient distributed Proximal Policy Optimization (PPO) that
learns the driving policy. While RL overcomes the distribution gap limitation of IL, it often
suffers from sample-inefficiency, requiring significant time and resources for learning.

4.2.3 Reinforcement Learning from Demonstrations

As stated in Section 4.1, both IL and RL have inherent limitations, which have led to
the growing interest in the concept of RLfD over the years [151, 162, 163]. The main objec-
tive of RLfD is to combine the sample-efficiency of IL with the exploration capability of RL.
For instance, CIRL [81] adopts a two-stage training approach. Initially, the agent is trained
using IL with human demonstrations, followed by fine-tuning using an RL algorithm. BC-
SAC [164] and SAC-IL [151] propose methodologies that integrate the Soft Actor-Critic (SAC)
algorithm with the IL loss. GRIAD [38] combines IL and RL under the assumption that all
expert demonstrations are optimal and therefore assigned with maximum rewards. With this
assumption, they process the expert demonstrations indistinguishable from the experiences
of the RL exploration agent. While this assumption is overly optimistic, GRIAD is able to
achieve very satisfactory results in both the CARLA Leaderboard and the NoCrash Bench-
mark [91]. WOR [165] assumes the world to be on rails, meaning that the actions of the agent
affect only its own state and do not influence the environment. With this assumption, they
convert the problem into a tabular model-based RL setup and supervise the policy learning
with offline demonstrations. While these approaches have shown promising results, they share
a common limitation: the use of offline demonstrations, which can introduce a distribution
gap between the demonstrations and the training environment. To address this limitation, we
propose a novel approach called Reinforcement Learning from Online Demonstrations (RL-
fOLD). Our method leverages online demonstrations, obtained during the agent’s exploration,
to bridge the distribution gap and to guide the exploration of the agent.
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4.3 Method

4.3.1 Learning Framework

The learning process follows a Partially Observable Markov Decision Process (POMDP).
The environment was built using the CARLA driving simulator (version 0.9.10.1). At every
timestep t, the environment generates an observation ot, which is passed to the agent. An
observation is defined as a stack of three sets of tensors from the last K = 2 timesteps.
Specifically, ot = {(III,WWW,VVV )k}1k=0, where III represents a 3×256×256 image, WWW corresponds
to the 2D coordinates with respect to the vehicle for the next N = 10 waypoints provided by
the global planner from CARLA, and VVV is a two-dimensional vector containing the current
speed and steering of the vehicle. The agent processes ot and executes an action at according
to its policy. Finally, the environment returns a reward rt and the next observation ot+1. The
action at is composed of three continuous values: throttle and brake, which range from 0 to
1, and steering, which ranges from -1 to 1. Similar to [44], we parameterize the throttle and
brake commands using a target speed. Specifically, we append a PID controlled at the end
of the policy network to generate the throttle and brake commands that correspond to the
predicted target speed.

Figure 4.1 illustrates the architecture of RLfOLD. At a high level, the system can be
divided into three main parts: encoder, actor-critic algorithm with IL, and online expert.
Additionally, an important part of this work consists of using the online expert to guide the
exploration. In general, RLfD algorithms use two replay buffers: one for the exploration
agent and one for the demonstration agent [38, 151, 164]. However, in our approach, we take
advantage of having an online expert and create a single replay buffer, denoted as D, to
integrate information from both the exploration agent and the online expert. This replay
buffer contains transitions in the form of

{
(ot, at, a∗

t, rt, ot+1)
}
, where at corresponds to the

action executed by the agent, and a∗
t corresponds to action generated by the expert policy

(π∗).

4.3.2 Encoder

As shown in Figure 4.1, RLfOLD trains simultaneously the encoder and the policy net-
work. The reason is to ensure that the latent representations produced by the encoder are
fully aligned with the driving task. However, as several studies have reported, performing
Temporal Differences (TD) learning with a convolution encoder may lead to unstable training,
premature convergence, and catastrophic self-overfitting [128, 129]. In light of these limita-
tions, we employ the encoder proposed in RLAD, which incorporates techniques to mitigate
these problems.
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Figure 4.1: RLfOLD leverages online demonstrations through an expert policy (π∗) with
access to privileged information. The encoder (fi,j,w) converts the observation (o) into a
latent representation (h), which serves as input for a modified SAC. The policy (π) outputs
the mean (µ) and two standard deviations: σIL and σRL. σIL is used to maximize the log-
likelihood of the expert action (a∗), while σRL is employed to explore the environment.

Image Encoder

The image encoder is a convolution neural network consisting of approximately 0.65M
parameters, which is significantly smaller in size compared to state-of-the-art methods in
urban AD (see Table 4.2). We leverage image augmentations to regularize the value function
and to increase the generalization [140]. Specifically, we apply color jittering, Gaussian blur,
and random crop. At the end of each convolution encoder, we append an Adaptive Local
Signal Mixing (A-LIX) layer [129] to mitigate the catastrophic self-overfitting phenomenon.
For the convolutional layers, we employed the Delta-Orthogonal initialization technique [166],
and for the linear layers, we employed the Orthogonal initialization technique [167].

The image encoder, fi, can be formalized as it = fi(aug(
[
{IIIt−k}1k=0

]
)) , where aug cor-

responds to the image augmentation applied, and it corresponds to the latent representation
of the stack of two consecutive images

([
{IIIt−k}1k=0

])
.

Waypoint Encoder

To encode the waypoints we use WayConv1D [44]. This method leverages the 2D geomet-
rical structure of the waypoints by applying 1D convolutions with a 2×2 kernel over the 2D
coordinates of the next N waypoints. The process can be described as wt = fw(WWW t), where
fw corresponds to the WayConv1D, and wt corresponds to the latent representation of the
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waypoints (WWW t).

Vehicle Measurements Encoder

We apply directly an MLP to the vehicle measurements: vt = fv(
[
{VVV t−k}1k=0

]
), where

fv is the MLP, and vt corresponds to the latent representation of the concatenation of the
vehicle measurements across two steps

([
{VVV t−k}1k=0

])
.

The latent representation of all the inputs (ht) is then obtained by concatenating the latent
representation of each input: ht =

[
it wt vt

]
. Throughout the document, to simplify the

notation, we will refer to all encoders fi, fw, and fv as fi,w,v:

ht = fi,w,v (ot) . (4.1)

4.3.3 Soft Actor-Critic with Imitation Learning

We use the SAC algorithm with a one-step return as the base algorithm. SAC is a model-
free off-policy actor-critic algorithm that learns two Q-functions Qθ1 , Qθ2 , a stochastic policy
πϕ, and a temperature α to find an optimal policy by optimizing a γ-discounted maximum-
entropy objective [128, 145]. The actor policy πϕ(ãt | ht) is a parametric tanh-Gaussian that
given ht, samples ãt = tanh (µ(ht) + σRL(ht)ϵ), where ϵ ∼ N (0, 1), and µ and σRL are the
parametric mean and standard deviation. For the target speed, we apply a post-processing
transformation to scale the tanh output to the desired range.

In contrast to the original SAC algorithm, our adapted actor policy produces three values:
µ, σRL, and σIL. This modification proved to be more adequate, as it enables us to utilize
distinct standard deviations for the various losses functions (more details provided below).

The double Q-networks are learned by optimizing a one-step of the soft Bellman residual:

Lθk,i,w,v = E ot,at,ot+1∼D
ãt+1∼πϕ(·|ht+1)

[
(Qθk

(ht, at)− y)2
]

,∀k ∈ {1, 2}. (4.2)

with the TD target y defined as:

y = rt + γ

(
min
k=1,2

Qθ̄k
(ht+1, ãt+1)− α log πϕ (ãt+1 | ht+1)

)
, (4.3)

where γ is the discount factor, and Qθ̄1
and Qθ̄2

denote the target parameters of Qθ1 and Qθ2 ,
respectively. The policy is updated to maximize the expected future return plus the expected
future entropy:

Lϕ = −E ot∼D
ãt∼πϕ(·|h

t
)

[
min
k=1,2

Qθk
(ht, ãt)− α log π (ãt | ht)

]
. (4.4)
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Finally, the parameter α is automatically tuned over the training according to [146].
To incorporate IL, we utilize the same batch of transitions used by RL and create a Gaus-

sian distribution (pϕ) using the parameters generated by π, namely µ and σIL. Subsequently,
this distribution is employed to maximize the log-likelihood of the action produced by the
online expert (a∗):

Lϕ,i,w,v = −Eot,a∗
t ∼D

[
log pϕ (a∗

t | ht)
]
. (4.5)

By using different standard deviations, the algorithm can adapt to the varying levels of
uncertainty in RL and IL. It allows the RL component to explore the state-action space more
broadly (with a larger standard deviation), while the IL component can focus on imitating
the expert’s behavior more closely (with a smaller standard deviation). This adaptability to
uncertainty can lead to a better balance between exploration and exploitation, and thus a
seamless integration of RL and IL.

As illustrated in Figure 4.1, each loss updates specific parameters, and this document
follows a nomenclature that associates the indexes of the loss function with the corresponding
updated parameters.

4.3.4 Online Expert

The online expert has access to privileged information from the simulator, enabling it to
generate expert actions. These actions serve two distinct purposes: assisting the exploration
process and contributing to Equation 4.5. The online expert can take the form of a neural
network or a set of heuristics. For this study, we have chosen to implement the online expert as
a set of simple heuristics, with future plans to transition to a neural network-based approach.

As previously mentioned, the action is parameterized using target speed and steering.
Inspired by [111], the target speed is dynamically computed based on the agent’s surround-
ings. As the distance to the front vehicle decreases, the target speed linearly reduces to 0,
and conversely, as the distance increases, the target speed increases accordingly. The same
principle applies when approaching obstacles, pedestrians, or traffic lights. For all other sit-
uations, the target speed remains set at a constant maximum speed. Regarding the steering,
we conducted experiments using different heuristics that considered the agent’s position and
orientation relative to the waypoints. However, given the limited complexity of the online
expert, we found that utilizing the steering from the RL policy (π) produced superior results.
Consequently, in this work, we solely rely on the expert action to determine the target speed.

The efficacy of RLfOLD is substantially influenced by the quality of the online expert.
The expert’s input is crucial, providing accurate ground truth actions for IL and assisting in
decision-making when the policy’s uncertainty is high. While our dual standard deviation ap-
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proach is designed to leverage this expert guidance effectively, it is important to acknowledge
that the overall performance may vary with the expert’s proficiency.

4.3.5 Expert-guided Exploration based on Uncertainty

In RLfD algorithms, the expert actions are only used in the loss functions to update the
model parameters. However, by leveraging the online nature of the expert, we extended the
usage of the expert actions to the exploration. The idea is to use the σRL as the uncertainty of
the decision taken by the current policy (π). This uncertainty quantifies the confidence level
of the policy, allowing us to gauge its competence in exploring the environment effectively.
When the policy’s uncertainty falls below a predefined threshold (u), the agent executes the
action recommended by the policy, fostering efficient exploitation of its learned knowledge. On
the other hand, if the policy’s uncertainty exceeds the threshold, the agent seeks the guidance
of the online expert to make informed decisions in uncertain situations. This decision-making
process can be described as follows:

a =

ã if σRL < u

a∗ otherwise
. (4.6)

This method establishes a dynamic learning relationship between the agent and the online
expert. Similar to a student seeking guidance from a teacher, the agent autonomously explores
when confident, and seeks assistance from the expert when uncertain. This adaptive approach
promotes efficient learning, safer exploration, and the potential for rapid skill acquisition in
complex environments.

For a more comprehensive understanding of our learning framework, we provide the pseu-
docode implementation in Algorithm 1.

4.4 Experiments

4.4.1 Setup

Benchmark

The algorithms are evaluated on the NoCrash benchmark. This benchmark examines the
ability to generalize from Town 1, characterized by one-lane roads and T-junctions with traffic
lights, to Town 2, a scaled-down version of Town 1 with different textures. The training
process involves four distinct weather types, while the testing phase employs two different
weather types. Within this benchmark, three levels of traffic density (empty, regular, and
dense) are considered based on the number of vehicles and pedestrians present. The evaluation
results are presented in terms of the success rate, representing the percentage of completed
routes without any collisions. Additionally, for the ablation study, we also provide information
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Algorithm 1 Reinforcement Learning from Online Demonstrations (RLfOLD)
Input: initial encoder parameters fi,w,v, Q-function parameters Qθ1 , Qθ2 , policy parameters
πϕ, entropy parameter α, empty replay buffer D

1: Qθ̄k
← Qθk

, for k = 1,2
2: repeat
3: Get observation ot

4: Compute expert action a∗
t using π∗

5: Encode ot into ht using Equation 4.1
6: Sample policy action ãt ∼ πϕ (· | ht)
7: Execute at according to Equation 4.6
8: Get next observation ot+1 and reward rt

9: Store transition (ot, at, a∗
t , rt, ot+1) in D

10: if ot+1 is terminal then
11: Reset environment state
12: end if
13: if time to update then
14: Randomly sample a batch of transitions, B =

{
(ot, at, a∗

t, rt, ot+1)
}

from D
15: Update Qθ1 , Qθ2 and fi,w,v using Equation 4.2
16: Update πϕ using Equation 4.4
17: Update πϕ, and fi,w,v using Equation 4.5
18: Update α according to [146]
19: Update Qθ̄k

with Qθ̄k
← (1− ρ) Qθ̄k

+ ρQθk
, for k = 1,2

20: end if
21: until convergence

regarding the percentage of route completion, collisions with vehicles, pedestrians, and layout,
as well as the number of blockages per kilometer.

Training Details

All algorithms are trained on the same hardware, specifically a single NVIDIA RTX
2080 Ti. The training process spans 106 environment timesteps, with evaluations conducted
every 20k environment timesteps. During each evaluation, episode returns are averaged over
10 episodes. Each experiment was conducted with three different seeds to account for the
high variability in RL training. We use the reward function defined in [42]. The Deep
Learning library used was PyTorch [147]. Table 4.1 contains the main hyperparameters used
by RLfOLD.

State-of-the-art Algorithms

We compare RLfOLD with the state-of-the-art methods that reported their results on the
NoCrash benchmark. The comparison includes algorithms of the three types (RL, IL, and
RLfD):
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Table 4.1: List of the hyperparameters used by RLfOLD.

Parameter Value

Replay Buffer capacity 100000
Batch size 128
Action repeat 2
Discount factor (γ) 0.85
Optimizer Adam
Learning rate 10−3

Target Q-network update rate (ρ) 0.01
dim(i) 256
dim(w) 32
dim(v) 16
SAC networks size 1024
Init entropy parameter (α) 0.2
Uncertainty threshold (u) 0.8

• RL: IAs [111], CADRE [133];

• IL: CILRS [91], LBC [74];

• RLfD: GRIAD [38], WOR [165];

4.4.2 Comparative Analysis

The number of parameters of a model is considered an essential metric to gauge com-
putational requirements and memory consumption. However, obtaining this value can be
challenging as it is often not reported in many studies. To address this, we use the size of
the image encoder as a representative proxy (see Table 4.2). Since state-of-the-art methods
typically employ very large image encoders, this component accounts for a substantial portion
of the model’s parameters. As reported in Table 4.2, RLfOLD utilized a significantly smaller
encoder when compared to the state-of-the-art methods: approximately 3% of the average
encoder size found in those methods. Table 4.2 also reports the number of cameras used,
where all methods used only one camera, with the exception of GRIAD and WOR, which
used three cameras.

Table 4.3 shows the comparative results in terms of the success rate on the NoCrash
benchmark. The success rate values for the methods IAs, LBC, and WOR were obtained
from [165], the values of CADRE were taken from [133], the values of CILRS were taken
from [168], and finally, the values of GRIAD were taken from [38]. The proposed method
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Table 4.2: Comparison of the number of parameters in image encoders and the number of
cameras used by the state-of-the-art methods.

# of parameters # of cameras

IAs ∼30M 1
CADRE ∼25M 1
CILRS ∼22M 1
LBC ∼22M 1

GRIAD ∼14M 3
WOR ∼22M 3

RLfOLD ∼0.65M 1

outperforms all single-camera approaches across various tasks, showcasing its superior perfor-
mance despite employing a significantly smaller encoder. Among the single-camera methods,
CADRE emerges as the closest competitor, albeit with a notable 9% performance loss of the
average score compared to RLfOLD. Even when compared against three-camera methods, all
of which are RLfD algorithms, RLfOLD demonstrates its superiority in performance. With
an average score exceeding GRIAD by 6% and WOR by 2%, RLfOLD outperforms its multi-
camera counterparts. RLfOLD secures the top rank in more tasks than any other method,
outperforming all competitors in seven distinct tasks. These results underscore the effective-
ness and efficiency of RLfOLD, solidifying its position as the top-performing approach in the
evaluation, even when employing a significantly smaller encoder and a single camera setup.

4.4.3 Ablation Study

To gain deeper insights into the strengths of RLfOLD, we conducted an ablation study
examining its main components. Firstly, we established a RL baseline version without demon-
strations (referred to as RL baseline). Next, we evaluated the significance of the two standard
deviations by testing a variant of RLfOLD that generates only one standard deviation (σRL)
and employs Mean Squared Error (MSE) loss for the IL training (RLfOLD w/o two SDs).
Furthermore, to assess the impact of expert-guided exploration based on uncertainty, we
experimented with two versions of RLfOLD: one that excludes expert guidance during explo-
ration (RLfOLD w/o unc. (p=0.0)) and another that incorporates expert guidance with a
fixed probability of 0.3 for each action taken (RLfOLD w/o unc. (p=0.3)). The results of the
ablation study, as shown in Table 4.4, provide insights into the role of different components
within RLfOLD. The RL baseline, which lacks the integration of demonstrations, achieved a
success rate of 52%, which stands for a marginal loss of 34% considering the original version
of RLfOLD. This difference clearly indicates the challenges of learning complex driving tasks
using RL from scratch. The variant RLfOLD w/o two SDs demonstrates the importance of
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Table 4.3: Comparison of the success rate (%) on NoCrash benchmark using the state-
of-the-art methods. The method IAs was not evaluated under testing weather condi-
tions.

RL IL RLfD

Task Town Weather IAs CADRE CILRS LBC GRIAD* WOR* RLfOLD

Empty
train train

85 95 97 89 98 98 100
Regular 85 92 83 87 98 100 94
Dense 63 82 42 75 94 96 90
Empty

test train
77 92 66 86 94 94 100

Regular 66 78 49 79 93 89 92
Dense 33 61 23 53 78 74 80
Empty

train test
- 94 96 60 83 90 96

Regular - 86 77 60 87 90 84
Dense - 76 39 54 83 84 74
Empty

test test
- 78 66 36 69 78 100

Regular - 72 56 36 63 82 86
Dense - 52 24 12 52 66 66

Average - - 68 80 60 60 83 87 89
* Used 3 cameras as input.

the two standard deviations. This variant achieved a success rate of 64%, which is signifi-
cantly inferior to the one achieved using the two standard deviations - 86%. Furthermore,
the integration of expert-guided exploration based on uncertainty proves to be highly benefi-
cial. When we exclude expert guidance during exploration (RLfOLD w/o unc. (p=0.0)), the
success rate drops to 72%. This indicates that the online expert provides valuable insights to
guide the agent’s exploration. Moreover, incorporating the online expert with a fixed prob-
ability for each action (RLfOLD w/o unc. (p=0.3)) achieves a success rate of 80%, which is
8% better than not using the online expert, but is 6% worse than using the expert-guided
exploration based on uncertainty. In conclusion, the ablation study demonstrates the crucial
role of each component in RLfOLD, emphasizing the significance of leveraging online demon-
strations, the separate standard deviations output, and the expert-guided exploration based
on uncertainty.

4.5 Conclusion

In this paper, we have presented RLfOLD, a novel and effective RLfD algorithm. Our
method introduces a seamless integration of IL and RL by leveraging online demonstrations
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Table 4.4: Ablation study evaluating the success rate and infraction analysis on the regular
task under testing conditions (town and weather). Mean and standard deviation over 3 seeds.

Success
rate

Route
completion

Collision
pedestrian

Collision
vehicle

Collision
layout

Agent
blocked

%, ↑ %,↑ #/Km, ↓ #/Km, ↓ #/Km, ↓ #/Km, ↓

RL baseline 52±4 98±3 1.03±0.34 1.40±0.11 0.26±0.05 0.36±0.13
RLfOLD w/o two SDs 64±10 90±6 0.33±0.13 0.53±0.09 0.15±0.09 4.45±1.43
RLfOLD w/o unc. (p=0.0) 72±2 96±3 0.14±0.04 0.48±0.03 0.12±0.03 3.99±0.47
RLfOLD w/o unc. (p=0.3) 80±3 91±1 0.30±0.04 0.45±0.06 0.00±0.00 2.76±0.91
RLfOLD 86±4 99±2 0.09±0.03 0.32±0.04 0.09±0.03 0.15±0.08

to bridge the distribution gap between the demonstration and the training environment.
Unlike conventional policy networks used in actor-critic algorithms, RLfOLD adopts a policy
network that outputs two standard deviations: one for exploration and another for IL training.
Additionally, we utilize the online expert to guide the exploration process, incorporating an
uncertainty-based technique. The results obtained on the NoCrash benchmark underscore the
superior effectiveness and efficiency of RLfOLD. Notably, even with a significantly smaller
encoder and a single-camera setup, RLfOLD surpasses all tested state-of-the-art methods.
The ability to achieve such results with limited resources makes RLfOLD a highly promising
solution for real-world applications. In the future, we aim to enhance the complexity of
the online expert by transitioning from a rule-based approach to a more advanced neural
network-based approach and to test this algorithm in other applications.
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Abstract: The development of Autonomous Driving (AD) systems in simulated environ-
ments like CARLA is crucial for advancing real-world automotive technologies. To drive
innovation, CARLA introduced Leaderboard 2.0, significantly more challenging than its pre-
decessor. However, current AD methods have struggled to achieve satisfactory outcomes due
to a lack of sufficient ground truth data. Human driving logs provided by CARLA are insuf-
ficient, and previously successful expert agents like Autopilot and Roach, used for collecting
datasets, have seen reduced effectiveness under these more demanding conditions. To over-
come these data limitations, we introduce PRIBOOT, an expert agent that leverages limited
human logs with privileged information. We have developed a novel BEV representation
specifically tailored to meet the demands of this new benchmark and processed it as an RGB
image to facilitate the application of transfer learning techniques, instead of using a set of
masks. Additionally, we propose the Infraction Rate Score (IRS), a new evaluation metric
designed to provide a more balanced assessment of driving performance over extended routes.
PRIBOOT is the first model to achieve a Route Completion (RC) of 75% in Leaderboard 2.0,
along with a Driving Score (DS) and IRS of 20% and 45%, respectively. With PRIBOOT, re-
searchers can now generate extensive datasets, potentially solving the data availability issues
that have hindered progress in this benchmark.

5.1 Introduction

Autonomous Driving (AD) is a key technological advancement with the potential to trans-
form transportation, improve road safety, and redefine urban environments [43, 57]. Despite
its potential, developing fully autonomous vehicles involves significant challenges. These in-
clude integrating diverse sensors, processing complex data, making real-time decisions, and
addressing ethical issues. Such vehicles must operate reliably in unpredictable conditions,
requiring advanced systems capable of handling a wide range of scenarios [39]. Real-world
testing of autonomous vehicles, while necessary, is often expensive, risky, and encumbered by
ethical dilemmas.

Simulations serve as a critical complement to real-world testing, providing a safe and
controlled environment that replicates complex real-world scenarios without the associated
costs and risks [39, 40]. This enhances the development of autonomous driving technologies
by allowing preliminary testing and refinement in simulations, reserving real-world trials for
the final stages of development. Moreover, in these simulated environments, it is possible
to leverage privileged information, otherwise not available in the real-world, to create expert
systems that can provide demonstrations, further enriching the development process.

Among various open-source AD simulators, CARLA [39] is often listed as the premier
choice [40,41]. CARLA offers a suite of essential features for realistic and effective simulation
of driving scenarios. These include comprehensive environmental conditions, detailed vehicle
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models, and a wide array of sensors, making it an ideal platform for advanced AD research
and development.

To accelerate innovation, CARLA introduced the CARLA Leaderboard 1.01 benchmark,
designed to assess the driving proficiency of autonomous agents within realistic traffic sce-
narios. Despite the complex scenarios presented in the benchmark, various methods such as
ReasonNet [169], InterFuser [2], and TCP [3] have consistently reported high performance
over the years. Notably, the CARLA Autopilot, a rule-based agent, achieved near-perfect
performance. This underscores the benchmark’s capacity to be effectively mastered using
current technologies. Building on this foundation, CARLA Leaderboard 2.02 introduces even
more complex and challenging scenarios, such as obstacles in the lane and parking exits.
These novel scenarios significantly increase the difficulty level, challenging the limits of ex-
isting autonomous driving systems. To this date, all approaches tested on the Leaderboard
2.0 benchmark have shown very poor performance, with the highest Route Completion (RC)
reaching 15%, and the highest DS reaching 1% [170]. We believe that the primary reason
for this notable decline in performance can be attributed to the insufficiency of available
training data. CARLA provides a set of human driving logs from a few route scenarios, but
these are insufficient for training models that rely on sensor information. In Leaderboard 1.0,
researchers could leverage online experts like CARLA Autopilot or Roach [42] to generate
demonstrations. However, in Leaderboard 2.0, these experts are either markedly less effective
or completely ineffective, as we will show in Section 5.2.

This paper presents a method to address the challenges posed by the limited training
data availability. The driving logs from CARLA, while insufficient alone for models requiring
sensor inputs, become significantly more useful when combined with privileged information
from the simulator, specifically Bird’s Eye View (BEV). This integration effectively simplifies
the complexity of the benchmark. Employing this strategy, we apply Imitation Learning
techniques to develop PRIBOOT (Privileged Information Bootstrapping), an expert agent
capable of navigating the demanding scenarios presented in Leaderboard 2.0. PRIBOOT
utilizes privileged information to master these scenarios, subsequently enabling the generation
of extensive datasets or providing online demonstrations. Although PRIBOOT was designed
to address the challenges of Leaderboard 2.0, it is also applicable to any other CARLA
benchmark.

Overall, we summarize our main contributions as follows:

• Introduce PRIBOOT, an expert agent that effectively leverages privileged information
and limited data for model training, marking the first instance of achieving significant
performance milestones on the CARLA Leaderboard 2.0;

• Develop a tailored Bird’s Eye View (BEV) representation to effectively address the
1 https://leaderboard.carla.org/#leaderboard-10
2 https://leaderboard.carla.org/
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complex driving scenarios encountered in CARLA Leaderboard 2.0.

• Process the BEV as an RGB image rather than a set of masks. This facilitates the ap-
plication of transfer learning techniques, which significantly enhance model performance
and efficiency, particularly in the context of limited data availability;

• Introduce Infraction Rate Score (IRS), a novel evaluation metric that considers infrac-
tions per kilometer rather than the total number of infractions. This metric is designed
to complement the Driving Score (DS) by providing a more detailed assessment of driv-
ing behavior over long routes.

The source code of PRIBOOT is available at https://github.com/DanielCoelho112/priboot.

5.2 Related Work

This section is divided into two topics: the application of expert agents in AD, and an
overview of all expert agents utilized in CARLA.

5.2.1 Application of Experts in Autonomous Driving

In recent years, the field of AD has seen significant advancements through the application
of online experts [3, 42, 171, 172]. A notable example of this is showcased in [171], where the
utility of online experts is demonstrated in real-world, high-speed off-road driving scenarios.
In their approach, an initial expert system equipped with expensive sensors is developed
using a combination of hand-engineered components. This expert system then serves as a
reference model, providing high-quality driving demonstrations to train a student model,
which operates using more affordable sensors.

Building on the foundational use of online experts, the transfer of knowledge from the ex-
pert to the student model can be accomplished through various methodologies. One prevalent
method involves the creation of offline datasets, which are subsequently employed for offline
Imitation Learning (IL) [91,169] or Reinforcement Learning from Demonstrations (RLfD) [38].
These approaches are particularly valuable in scenarios where direct interaction with the en-
vironment is either too costly or filled with risks. However, a significant challenge with using
offline datasets is the potential for a distribution shift [31]. To address the issue of distribution
shift, an alternative strategy is online IL [74], where the student actively explores the envi-
ronment while the teacher provides on-demand supervision. This method helps to align the
student’s learning experience more closely with the actual operational environment, thereby
reducing the impact of distribution shift. Nevertheless, this approach still relies heavily on
the quality of the data provided by the expert. If the expert’s behavior is not optimal, the
student is likely to inherit these imperfections [42]. To further refine this process and over-
come the limitations of potentially suboptimal expert data, another innovative approach is
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Reinforcement Learning from Online Demonstrations (RLfOLD) [45]. This technique merges
the benefits of Online IL with the principles of RL, tackling both the issue of distribution
shift and the challenge of learning from a suboptimal expert.

5.2.2 Experts in CARLA

CARLA incorporates a built-in expert system known as Autopilot, which relies on a se-
ries of handcrafted rules that utilize the internal state of the simulator for navigation [39].
In Leaderboard 1.0, Autopilot demonstrated commendable performance, contributing sig-
nificantly to data collection for top-ranked methods such as ReasonNet [169], which relies
on datasets generated by this expert. However, the transition to Leaderboard 2.0 reveals a
stark contrast in the efficacy of the Autopilot system. As detailed in Section 5.4, the perfor-
mance of Autopilot is markedly diminished in the more demanding scenarios of this updated
benchmark. The primary challenge lies in the inherent limitations of a rule-based navigation
framework, which struggles to adapt to the complex and dynamic driving conditions pre-
sented in Leaderboard 2.0, such as yielding to emergency vehicles or overtaking obstacles in
the lane.

While Autopilot has shown competent performance in earlier benchmarks, the adoption
of learning-based experts presents distinct advantages [42, 74, 168]. These methods usually
decouple the perception from planning, which simplifies the training process. Typically, such
methods leverage privileged information from the simulator to bypass the need for complex
perception systems, focusing instead on training the planning module directly. For example,
LBC [74] and SAM [168] replace the perception module with simulator-derived privileged in-
formation, and then train the planning component using IL based on demonstrations provided
by the Autopilot. To ensure effective knowledge transfer from the expert to the student, LBC
aims to minimize the output differences between them, whereas SAM focuses on aligning the
latent representations of both models. These learning-based experts have been assessed in
straightforward benchmarks, such as the NoCrash benchmark [91]. This benchmark, with
its relatively simple navigation and collision avoidance tasks, represents a significantly lesser
challenge than even the earlier Leaderboard 1.0, and far less demanding than the complexities
encountered in Leaderboard 2.0.

More recently, the Roach expert [42] was introduced and has since become the most uti-
lized expert in Leaderboard 1.0 [3, 173]. Roach processes inputs using a Bird’s Eye View
(BEV) image that encapsulates roads, lanes, routes, vehicles, pedestrians, traffic lights, and
stop signs. This information is then processed using a model-free Reinforcement Learning
(RL) algorithm to generate vehicle control commands. While Roach has demonstrated im-
pressive results in Leaderboard 1.0, its applicability to Leaderboard 2.0 is questionable without
significant modifications. Several challenges hinder the transition of Roach to the more de-
manding Leaderboard 2.0. Firstly, their BEV implementation struggles with scalability issues
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(a)

(b)

Figure 5.1: BEV used in PRIBOOT. This representation was built upon Roach and LBC,
with critical adaptations to tailor it for the complexities of Leaderboard 2.0. (a) Differentiates
emergency vehicles (dark blue) from regular vehicles (blue). (b) Introduces an additional class
for construction objects, illustrated in orange. Additionally, both images depict a simple
method to represent motion with directional arrows, illustrated in green. The images with a
white frame provide a zoomed-in view to highlight specific details.

in the larger towns of Leaderboard 2.0, primarily due to memory constraints when computing
the cache for the roads and lanes. Secondly, the existing classes in the BEV representation
fall short in capturing complex new scenarios introduced in the updated leaderboard, such
as construction zones or the presence of emergency vehicles. Lastly, there is uncertainty re-
garding the effectiveness of Roach’s model-free RL approach when faced with the heightened
complexity and dynamic requirements of Leaderboard 2.0. It is important to note that Roach
was trained for about one week on an Nvidia RTX 2080 Ti to achieve its results on Leader-
board 1.0. Considering the increased difficulty and complexity of scenarios in Leaderboard
2.0, adapting and retraining Roach could potentially require significantly more time, further
complicating its deployment in this new benchmark.

Recognizing the limitations of existing expert agents for Leaderboard 2.0, CARLA has
made available a set of driving logs that showcase human-driven routes in various scenarios.
However, these logs alone do not suffice to train a system capable of processing sensor inputs
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Figure 5.2: Architecture of PRIBOOT. The system receives two types of inputs: a BEV
image and a vector of vehicle measurements. These inputs are processed independently— the
BEV through a pretrained EfficientNet model and the vehicle measurements via a MLP. The
resultant feature vectors from both models are concatenated to form a comprehensive feature
vector, which is then fed into a GRU-based waypoint decoder, similar to the approach used by
Transfuser [95]. The final stage involves processing the waypoints through both longitudinal
and lateral PID controllers to generate the vehicle control commands.

and generating control commands. In response, and inspired by the approaches of LBC
and Roach, we propose PRIBOOT, a method that simplifies the perception component by
employing a Bird’s Eye View (BEV) as the primary input. However, instead of using BEV as
independent mask channels for training a CNN from scratch, PRIBOOT converts the mask
into an RGB image and leverages transfer learning techniques using pre-trained networks
from the ImageNet dataset [174]. This adaptation is crucial, particularly given the limited
data available.

5.3 Method

PRIBOOT (Privileged Information Bootstrapping) leverages the limited logs available
in Leaderboard 2.0 to establish the first expert agent capable of achieving satisfactory results
within this demanding benchmark, as we show in Section 5.4. The development of PRIBOOT
was structured in two phases: First, we focused on generating the most effective input rep-
resentation tailored to the unique challenges of Leaderboard 2.0, as detailed in Section 5.3.1.
Following this, we designed and implemented a neural network architecture that is specifically
optimized for handling the constraints of limited data, described in Section 5.3.2.
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5.3.1 Generation of Bird’s Eye View

Building on the approach used by Roach [42] and LBC [74], we employ a BEV to model
the environment. However, adaptations were necessary to tailor it for the complexities of
Leaderboard 2.0. Roach’s and LBC’s BEV include various classes such as roads, desired
routes, lane boundaries, vehicles, pedestrians, traffic lights, and stop signs. While these
classes were adequate for Leaderboard 1.0, they proved insufficient for the expanded scope of
Leaderboard 2.0. Our enhancements to the BEV are outlined below:

Scalable Cache Current BEV approaches utilize a caching mechanism to store the roads
and lanes for the entire town, a process completed once per town to facilitate real-time
BEV generation. However, applying this method to the larger towns in Leaderboard 2.0
caused memory overflows due to the use of Pygame. We addressed this by adopting a more
efficient caching technique inspired by deepsense.ai3, implementing the cache with NumPy
for enhanced performance.

Decomposition of the Vehicles Class In current BEV representations, all vehicle types
are aggregated under a single class. We refined this by segmenting the Vehicles class into three
distinct categories: Bikes, Emergency Vehicles, and Regular Vehicles. This differentiation
is crucial as the driving behavior varies significantly based on the type of nearby vehicle,
especially in emergency situations (see Figure 5.1a).

Simplified Motion Representation Roach’s BEV uses multiple temporal masks to cap-
ture movement, which increases significantly the computational load. Instead, we introduced
a single additional mask featuring an arrow for each actor, as illustrated with green arrows in
Figure 5.1. This arrow indicates both the direction (orientation) and the speed (length) of the
actor, simplifying the representation while reducing memory and computational demands.

Incorporation of a New Class Leaderboard 2.0 introduces scenarios requiring interaction
with new environmental elements not covered by existing classes. For instance, construction
zones that necessitate slight route deviations were not previously accounted for. To accom-
modate this, we added a new class named Construction, which encompasses all pertinent
elements like traffic cones and street barriers, represented in orange in 5.1b.

RGB Format Instead of Masks Roach and LBC process the BEV using independent
mask channels, requiring the training of a CNN from scratch. Given the limited data in
Leaderboard 2.0, we found that converting these masks into an RGB format and utilizing pre-

3 https://github.com/deepsense-ai/carla-birdeye-view
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trained visual encoders not only saves training time but also enhances the model’s performance
and efficiency.

5.3.2 Architecture

The architecture of PRIBOOT is depicted in Figure 2. Our system takes as input a BEV
image and a vector of vehicle measurements. The vehicle measurement vector encompasses
several key parameters: current speed and the road speed limit, block time, a target point,
and a navigation command. The "block time" parameter denotes the duration during which
the vehicle has been stationary, aiding the system in determining whether to overtake or
maintain its position due to typical traffic conditions. The "target point" is a waypoint located
30 meters ahead on the desired trajectory provided by a global planner, and the "navigation
command" provides high-level directional indication from the global planner, encoded as a
one-hot vector.

We utilize an EfficientNet [175] for processing the BEV image and an MLP for handling ve-
hicle measurements. Given the constraint of limited available data, we adopt transfer learning
by employing the pretraining of EfficientNet with the ImageNet dataset. Subsequently, the
feature vectors extracted from both the EfficientNet and the MLP are merged and inputted
into an autoregressive GRU decoder. This decoder is tasked with predicting the subsequent
T=4 waypoints {wt}Tt=1 within the ego-vehicle coordinate framework, drawing inspiration
from the methodology applied in Transfuser [95].

To convert the predicted waypoints into control commands, we employ two PID con-
trollers—one for lateral control and another for longitudinal control—following methodologies
from [74, 95]. The longitudinal controller uses the magnitude of the average vector between
consecutive waypoints, while the lateral controller relies on their orientation. Additionally,
similar to Transfuser, we integrate a creeping behavior and a safety heuristic mechanism
utilizing information from the simulator.

This system is trained end-to-end using an L1 loss between the predicted waypoints and
the ground truth waypoints from the human logs. Let w∗

t represent the ground truth waypoint
at timestep t, the the loss function is defined as:

L =
T∑

t=1
∥wt − w∗

t ∥1. (5.1)

The human demonstrations typically exhibit minimal deviation from the center of the lane,
resulting in noise-free data. However, this adherence to the centerline causes a distribution
shift between the training distribution and inference distribution. During inference, due
to planning or controller inaccuracies, the agent may find itself in scenarios that deviate
from the center of the lane. These instances are encountered as out-of-distribution events,
presenting difficulties for the agent to navigate. To address this issue, inspired by the LBC
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(a) (b)

Figure 5.3: Data augmentation techniques used to expose the agent to a broader range of
driving scenarios. In these illustrations, white dots indicate the future waypoints that were
followed by the human driver, and the black dot represents the target point. (a) Displays
a sample with no augmentation, showing the standard scenario. (b) Shows a sample where
both translation and rotation augmentations have been applied to the ego vehicle, illustrating
a situation where the agent needs to recover to the center of the lane.

approach, we use data augmentation techniques regarding the position and orientation of the
vehicle. By varying the position and orientation of the vehicle, we expose the agent to diverse
configurations, enabling it to learn effective recovery strategies. Figure 5.3 provides a visual
representation of this augmentation process.

5.4 Experiments

This section starts with an overview of the setup used for collecting the experiments,
followed by a comparative analysis of expert agents. It concludes with a presentation of an
ablation study.

5.4.1 Setup

Benchmark

CARLA Leaderboard 2.0 builds upon CARLA Leaderboard 1.0, increasing the complexity
of the benchmark in three distinct ways: a) by extending the route lengths approximately
tenfold, b) by incorporating a new set of intricate driving scenarios derived from the NHTSA
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Table 5.1: Comparison of run time inference using the expert agents.

Run Time ↓
s

Autopilot 0.007
PRIBOOT 0.011

typology [176], and c) by increasing the frequency of these scenarios along each route. Ad-
ditionally, this new benchmark introduces larger and more complex environments, as ex-
emplified by Town12 and Town13. Town 12 is a 10 × 10 km2 map that features a mix of
urban, residential, and rural areas, offering varied types of challenges. Town13, while sharing
many characteristics with Town12, distinguishes itself with different architectural styles, road
and pavement textures, and vegetation types. These enhancements aim to rigorously test
the adaptability and resilience of autonomous driving systems under varied and challenging
conditions.

The benchmark uses different metrics to assess different aspects of driving performance.
The Route Completion (RC) indicates the percentage of the route completed by the agent.
The Infraction Penalty (IP) quantifies the severity of infractions and is calculated using the
following formula:

IP =
q∏

i=1
pni

i , (5.2)

where q denotes the total number of different infraction types, pi is the penalty associated
with the infraction type i, and ni is the number of infractions of type i. The main metric
of the benchmark, Driving Score (DS), is calculated by multiplying RC and IP, providing a
composite score that reflects both route completion success and adherence to driving regula-
tions.

Infraction Rate Score

While DS provides valuable insights into agent performance, it inherently biases against
longer routes due to its cumulative penalty for infractions, which are statistically more likely
to occur over extended distances. To address this discrepancy and promote fairness, we
introduce the Infraction Rate Score (IRS). This metric accounts for the infraction rate per
kilometer, adjusting for route length and providing a balanced evaluation across varying
driving conditions. The IRS is defined as:

IRS = RC ·
q∏

i=1
e−λ· ni

L
·(1−pi), (5.3)
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Table 5.2: Abbrevation and the corresponding full name of the metrics used in Leaderboard
2.0.

Abbreviation Full Name

DS Driving Score
IRS Infraction Rate Score
RC Route Completion
IP Infraction Penalty

C.P Collisions Pedestrians
C.V Collisions Vehicles
C.L Collisions Layout
R.L Red Light Infractions
Stop Stop Sign Infractions
O.R Off-road Infractions
R.D Route Deviation

Block Agent Blocked
Y.E Yield Emergency Infractions
S.T Scenario Timeouts
M.S Min Speed Infractions

where L represents the length of the route in kilometers, and λ is a tunable exponent set to
4 based on empirical testing to optimize the metric’s sensitivity to infractions per distance
traveled.

Training Details

We utilized the human driving logs provided by CARLA to train PRIBOOT. These logs
correspond to 10 routes in Town12 and 10 routes in Town13 and amount to approximately
700,000 samples collected at a frequency of 20Hz. Each sample contains all the information
required at each training step, including the BEV image, the vector of vehicle measurements,
and the global location of the agent on the map. For our experiments, we used CARLA
version 0.9.15. PRIBOOT was trained on a single NVIDIA A40 GPU. During the training
phase, we used a batch size of 256 and the Adam optimizer [148] with a learning rate of
0.0001.

5.4.2 Comparative Analysis

This section outlines a comparative analysis conducted on Leaderboard 2.0, focusing ex-
clusively on two expert agents: Autopilot and PRIBOOT. An attempt was made to adapt
the Roach system to this benchmark; however, it was unsuccessful. The benchmark currently
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Table 5.3: Driving performance and infraction analysis of expert agents on CARLA Leader-
board 2.0 in Town12 and Town13.

DS ↑ IRS ↑ RC ↑ IP ↑ C.P ↓ C.V ↓ C.L ↓ R.L ↓ Stop ↓ O.R ↓ R.D ↓ Block ↓ Y.E ↓ S.T ↓ M.S ↓
% % % % #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km

Town12 Autopilot 1.22 0.51 5.97 0.26 1.26 4.59 0.58 0.11 1.84 0.62 0.66 1.26 0.00 0.34 0.00
PRIBOOT 22.80 42.75 76.46 0.30 0.00 0.31 0.06 0.01 0.02 0.05 0.00 0.06 0.04 0.03 0.11

Town13 Autopilot 0.99 0.22 5.55 0.20 0.83 3.06 0.83 0.00 0.02 0.35 0.69 0.69 0.00 0.10 0.00
PRIBOOT 18.84 46.97 74.29 0.24 0.01 0.34 0.05 0.00 0.01 0.05 0.00 0.04 0.02 0.02 0.06

cannot support running a RL algorithm like Roach due to memory leaks that prevent the
execution of millions of steps without causing server crashes.

Table 5.1 provides a comparison of the runtime between Autopilot and PRIBOOT. In this
evaluation, Autopilot achieves a runtime of 0.007 seconds, while PRIBOOT records a runtime
of 0.011 seconds. This difference in performance is expected, given that Autopilot operates
based on a predefined set of rules, whereas PRIBOOT processes high-dimensional inputs.

For the Leaderboard 2.0 results, 15 metrics were utilized to assess the performance of the
models. These metrics are detailed in Table 5.2, where each abbreviation is associated with
its full metric name.

As demonstrated in Table 5.3, we conducted performance comparisons of the agents in
two distinct Towns: Town12 and Town13. The evaluations are based on averages derived
from 90 routes in Town12 and 20 routes in Town13, as stipulated in Leaderboard 2.0. PRI-
BOOT consistently outperformed Autopilot across nearly all metrics in both towns, often by
substantial margins. In Town12, for instance, PRIBOOT’s DS was approximately 19 times
higher than that of Autopilot, and its IRS was 84 times better. Similar trends were observed
in Town13, with PRIBOOT achieving 19 times higher DS and 214 times higher IRS than
Autopilot. Notably, PRIBOOT recorded zero collisions with pedestrians per kilometer in
Town12 and only 0.01 collisions per kilometer in Town13, underscoring its effectiveness in
minimizing accidents involving pedestrians.

In contrast, Autopilot demonstrated superior performance in two specific metrics: yielding
to emergency vehicles and maintaining minimum speed. The former was due to its lower RC
score, which resulted in zero scenarios requiring yielding to an emergency vehicle. The latter
stems from Autopilot operating at a fixed target speed consistently above the minimum speed
requirement for the roads where the agent drove.

PRIBOOT stands out as the first agent to achieve a RC of approximately 75% in both
towns, coupled with a satisfactory DS and IRS. This marks a significant milestone, positioning
PRIBOOT as a pioneering agent capable of navigating the complexities of the benchmark,
which can be used for data collection or online demonstrations.

To enhance the quantitative comparison presented earlier, we also include a qualitative
evaluation. Our analysis of all routes in the benchmark reveals that Autopilot struggles

80



Chapter 5. PRIBOOT: A New Data-Driven Expert for Improved
Driving Simulations

(a) Autopilot: t=0s (b) Autopilot: t=2s (c) Autopilot: t=3s (d) Autopilot: t=4s

(e) PRIBOOT: t=0s (f) PRIBOOT: t=8s (g) PRIBOOT: t=9s (h) PRIBOOT: t=10s

Figure 5.4: Qualitative comparison in a parking exit scenario between Autopilot and PRI-
BOOT. The first row depicts a sequence of keyframes from Autopilot, while the second row
shows the keyframes from PRIBOOT.
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(a) Autopilot: t = 0s (b) Autopilot: t = 2s (c) Autopilot: t = 4s (d) Autopilot: t = 6s

(e) PRIBOOT: t = 0s (f) PRIBOOT: t = 2s (g) PRIBOOT: t = 4s (h) PRIBOOT: t = 6s

Figure 5.5: Qualitative comparison in a lane obstacle scenario between Autopilot and PRI-
BOOT. The first row depicts a sequence of keyframes from Autopilot, while the second row
shows the keyframes from PRIBOOT.

with the novel scenarios introduced by Leaderboard 2.0, particularly those requiring slight
deviations from the global planner’s trajectory. These scenarios include instances like parking
exits and lane obstacles. Figure 5.4 illustrates a sequence of keyframes in a parking exit
scenario, first showing Autopilot’s performance and then PRIBOOT’s. As shown, Autopilot
immediately exits the park without considering the vehicles in the lane, leading to a collision.
Conversely, PRIBOOT waits for a moment when the lane is clear before exiting, as expected.
Figure 5.5 also shows a sequence of keyframes, this time involving an obstacle in the lane.
Here, Autopilot approaches the obstacle and then stops, whereas PRIBOOT slightly deviates
from the trajectory to avoid the obstacle and returns to the original path once it is clear.
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Table 5.4: Ablation Study: Driving performance and infraction analysis of PRIBOOT variants
on CARLA Leaderboard 2.0 in Town13.

DS ↑ IRS ↑ RC ↑ IP ↑ C.P ↓ C.V ↓ C.L ↓ R.L ↓ Stop ↓ O.R ↓ R.D ↓ Block ↓ Y.E ↓ S.T ↓ M.S ↓
% % % % #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km #/Km

Town13
w/o aug 2.66 5.22 15.92 0.29 0.01 1.22 0.35 0.00 0.02 0.45 0.02 0.40 0.00 0.17 0.02

w/ masks 5.55 21.08 54.02 0.18 0.05 0.52 0.23 0.01 0.00 0.08 0.03 0.06 0.05 0.11 0.14
PRIBOOT 18.84 46.97 74.29 0.24 0.01 0.34 0.05 0.00 0.01 0.05 0.00 0.04 0.02 0.02 0.06

These qualitative comparisons demonstrate that PRIBOOT is better equipped to handle the
challenging new driving scenarios introduced by Leaderboard 2.0.

Additionally, we provide access to a series of demonstration videos that illustrate the
performance of PRIBOOT on Leaderboard 2.0. These can be accessed here.

5.4.3 Ablation Study

To explore the individual contributions of key components within PRIBOOT, particularly
under conditions of limited data, we performed an ablation study focusing on two crucial
elements: data augmentation and the utilization of RGB BEV in conjunction with transfer
learning. This study involved training two variants of PRIBOOT: the first variant (referred
to as "w/o aug") was developed without the data augmentations depicted in Figure 5.3b,
and the second variant (referred to as "w/ masks") employed the BEV as a set of masks and
training a CNN from scratch, consistent with methodologies reported in the literature [42].

The comparative analysis of driving performance and infractions for these variants is pre-
sented in Table 5.4. The w/o aug variant exhibited a significant decline in performance, as
evidenced by a RC of approximately 16%, which adversely affected all other performance
metrics. The reason for this is that due to planning or control inaccuracies, the agent en-
counters situations where it deviates from the center of the lane and lacks the capability to
effectively recover. On the other hand, the w/ masks variant demonstrated improved results
compared to the w/o aug variant. However, it still fell short of the full PRIBOOT system’s
capabilities. Specifically, the w/ masks variant scored three times lower in terms of DS and
two times lower in terms of IRS.

Figure 5.6 illustrates the validation loss across epochs for the ablations considered. While
the w/o aug variant achieves results similar to PRIBOOT during training, it recurrently faces
out-of-distribution events, as detailed in Table 5.4. In contrast, the w/ masks variant displays
a distinct pattern in validation loss: it requires 20% more epochs to converge and converges at
a loss value that is twice that of PRIBOOT. This performance deficit underscores the critical
role of utilizing RGB BEV and transfer learning techniques in cases where data availability
is limited.
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Figure 5.6: Validation loss across epochs of PRIBOOT variants.

5.5 Conclusion

In this paper, we introduced PRIBOOT, a system that utilizes privileged information
alongside limited human driving logs to establish the first expert with satisfactory driving
performance on the CARLA Leaderboard 2.0. Our results demonstrate that PRIBOOT sig-
nificantly outperforms Autopilot across nearly all benchmark metrics, highlighting its superior
capability in complex and challenging autonomous driving scenarios. Additionally, we pre-
sented an ablation study that evaluates the impact of using augmentations to aid recovery
processes. Furthermore, we demonstrated the benefits of employing RGB BEV images with
transfer learning, which proved more efficient in terms of training speed and performance than
using masks and training a CNN from scratch. While our work has focused on the CARLA
simulator, it is important to note that the idea behind PRIBOOT can eventually be applied
in other simulators. In the future, we plan to employ PRIBOOT to generate large datasets
that can be instrumental in training student models that receive sensor information as input.
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6.1 Discussion

In this section, we provide a detailed discussion of each chapter, clearly outlining their
contributions and addressing any limitations encountered. Furthermore, we establish a cohe-
sive flow and interconnection between the chapters to present a comprehensive overview of
the conducted research.

Chapter 2 presents a review of end-to-end AD in urban environments. This work lays the
foundation of end-to-end versus modular approaches, detailing the first end-to-end models
proposed in the CARLA simulator. We address the general architectures of state-of-the-
art end-to-end systems and discuss the various input and output modalities employed by
these systems. Methods are categorized into IL and RL, with no single method proving
superior in our studies. Over time, researchers have focused on incorporating additional
modalities beyond camera images, with LiDAR emerging as a prevalent choice due to its
rich spatial information. In terms of output modalities, most systems utilize steering angle,
throttle, and braking, though some employ waypoints as the output of the learning system,
subsequently relying on PID controllers to generate final control commands. We also provided
a quantitative comparison of several end-to-end systems on the NoCrash benchmark, revealing
that current methods struggle with dense traffic, indicating the need for further research.
A critical analysis was presented, highlighting the most promising avenues in end-to-end
research. IL, while instrumental in the initial development of AD systems, faces several
limitations. Firstly, IL models tend to learn from the most frequent patterns in the training
data, often neglecting rare but critical scenarios. This bias towards the average cases can
lead to suboptimal performance in edge cases, such as rare traffic situations or unexpected
obstacles. RL, on the other hand, offers significant advantages. RL enables the system to learn
optimal policies through trial and error, exploring a wider range of scenarios and learning from
interactions with the environment. This capacity for exploration allows RL models to handle
rare and complex situations more effectively than IL. Based on these insights, advancing
research in end-to-end AD with a focus on RL appears promising and formed the main topic
of this Ph.D. research.

In Chapter 3, we explored the application of RLfP in AD. We observed that no prior ap-
proaches had successfully implemented this due to challenges such as sample inefficiency, de-
generated feature representations, and catastrophic self-overfitting. Instead, most researchers
adopted a two-stage process: first, training large visual encoders using SL techniques, followed
by training the policy network with RL. However, this paradigm often results in environmental
representations that are misaligned with the downstream task, leading to suboptimal perfor-
mance. To address these limitations, we proposed RLAD, the first RLfP method applied
in the urban AD domain. We introduced several techniques to enhance the performance,
including: 1) an image encoder that utilizes both image augmentations and Adaptive Local
Signal Mixing (A-LIX) layers; 2) WayConv1D, a waypoint encoder that captures the 2D ge-
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ometrical information of waypoints using 1D convolutions; and 3) an auxiliary loss function
to emphasize the significance of traffic lights in the latent representation of the environment.
Experimental results demonstrate that RLAD significantly outperforms all state-of-the-art
RLfP methods on the NoCrash benchmark. However, RLAD is not yet competitive with
state-of-the-art AD systems that incorporate demonstrations. This led to the next chapter of
this Ph.D. research: integrating demonstrations into RLAD.

In Chapter 4, we explored the integration of expert demonstrations into RL training,
specifically within the RLAD framework. RLfD has emerged as a powerful technique that
combines the strengths of both IL and RL. However, two significant challenges remain: 1)
achieving the optimal balance between the contributions of IL and RL is complex, and 2)
addressing the potential distribution gap between the demonstrations and the training envi-
ronment. To address these challenges, we introduced RLfOLD, which stands for Reinforce-
ment Learning from Online Demonstrations. RLfOLD integrates IL and RL by utilizing
online demonstrations, effectively bridging the distribution gap between the demonstrations
and training environment. We proposed a policy network that outputs two standard devia-
tions, allowing for adaptive control during exploration and IL training while accounting for
uncertainty in both domains. Additionally, we incorporated an uncertainty-based technique,
guided by an online expert, to enhance the exploration process. Our results on the NoCrash
benchmark demonstrate the superior effectiveness and efficiency of RLfOLD, outperforming
state-of-the-art methods even with reduced resources.

After achieving top performance on the NoCrash benchmark, we advanced to the more
recent and challenging CARLA benchmark: Leaderboard 2.0. To this date, all approaches
tested on the Leaderboard 2.0 benchmark have shown very poor performance, with the high-
est RC reaching only 15% and the highest DS just 1%. This notable poor performance is
primarily due to the insufficiency of available training data. CARLA provides a limited set of
human driving logs from a few route scenarios, which are inadequate for training models that
rely heavily on sensor information. While researchers could previously leverage online experts
like CARLA Autopilot or Roach to generate demonstrations in Leaderboard 1.0, these ex-
perts are either markedly less effective or completely ineffective in Leaderboard 2.0. To foster
innovation in this benchmark, we proposed PRIBOOT, an expert agent capable of navigating
the demanding scenarios presented in Leaderboard 2.0. PRIBOOT leverages privileged in-
formation and limited human driving logs, marking the first instance of achieving significant
performance milestones on the CARLA Leaderboard 2.0. A key component of PRIBOOT is
the development of a BEV representation specifically tailored to address the complex demands
of Leaderboard 2.0. By processing this BEV as an RGB image rather than a set of masks, we
facilitate the application of transfer learning techniques, significantly enhancing model per-
formance and efficiency, especially in the context of limited data availability. Additionally, we
introduced the IRS, a novel evaluation metric that considers infractions per kilometer rather
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than just the number of infractions. This metric is designed to complement the DS by pro-
viding a more detailed assessment of driving behavior over long routes. PRIBOOT stands as
the best expert agent capable of navigating this challenging benchmark, enabling researchers
to generate extensive datasets and potentially resolving the data availability issues that have
hindered progress in this benchmark.

6.2 Conclusion

In this thesis, we have made significant advancements in the field of end-to-end AD,
particularly within urban environments. Our research began with a comprehensive review of
existing end-to-end AD systems, establishing a foundational understanding of the strengths
and limitations of both IL and RL approaches. We identified critical areas for improvement,
particularly the need for more robust handling of complex and rare driving scenarios.

Building on this foundation, we introduced RLAD, the first RLfP method applied to
urban AD. RLAD demonstrated superior performance on the NoCrash benchmark, although
further integration of demonstrations was necessary to match state-of-the-art AD systems. To
address this, we developed RLfOLD, which effectively combines IL and RL by incorporating
online demonstrations, achieving state-of-the-art results with improved efficiency and resource
utilization.

Finally, we tackled the significant challenge posed by the CARLA Leaderboard 2.0 bench-
mark with PRIBOOT, an expert agent that leverages privileged information and limited
human driving logs to navigate demanding scenarios. PRIBOOT can now be used to gen-
erate extensive datasets, potentially solving the data availability issues that have hindered
progress in this benchmark.

Collectively, our work not only advances the state of the art in end-to-end AD but also
provides valuable methodologies and insights for future research in this rapidly evolving field.

6.3 Contributions

In this section, the contributions made in this Ph.D. thesis are outlined, each corresponding
to a specific chapter, which comprises the following scientific articles:

• A Review of End-to-End Autonomous Driving in Urban Environments [43]

Authors: Daniel Coelho and Miguel Oliveira

Journal: IEEE Access

Year: 2022

• RLAD: Reinforcement Learning From Pixels for Autonomous Driving in
Urban Environments [44]
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Authors: Daniel Coelho, Miguel Oliveira, and Vítor Santos

Journal: IEEE Transactions on Automation Science and Engineering

Year: 2023

Code: https://github.com/DanielCoelho112/rlad

• RLfOLD: Reinforcement Learning from Online Demonstrations in Urban
Autonomous Driving [45]

Authors: Daniel Coelho, Miguel Oliveira, and Vítor Santos

Conference: Proceedings of the AAAI Conference on Artificial Intelligence

Year: 2024

Code: https://github.com/DanielCoelho112/rlfold

• PRIBOOT: A New Data-Driven Expert for Improved Driving Simulations

Authors: Daniel Coelho, Miguel Oliveira, Vítor Santos, and Antonio M. López

Journal: Submitted at IEEE Transactions on Automation Science and Engineering

Code: https://github.com/DanielCoelho112/priboot

6.4 Future Directions

The research presented in this thesis opens several promising avenues for future exploration
in the realm of end-to-end AD. Despite the advancements achieved, there remain numerous
challenges and opportunities for further enhancement and innovation.

Firstly, enhancing RLfOLD is a promising direction for future research. In the current
work, RLfOLD utilized a rule-based expert to provide demonstrations, which, while effec-
tive, is suboptimal compared to more sophisticated methods. A promising future avenue
could involve replacing the rule-based expert with a learning-based expert, with PRIBOOT
serving as an optimal choice for this enhancement. This could potentially lead to higher-
quality demonstrations and improved training efficiency, leveraging the advanced capabilities
of learning-based systems to provide more nuanced and contextually aware guidance during
the training process.

Another exciting direction involves the integration of Large Language Models (LLMs)
into AD systems, particularly in conjunction with RL. LLMs can be leveraged to enhance
RL by providing richer contextual understanding and more sophisticated decision-making
capabilities. In terms of interpretability, LLMs can also facilitate more understandable and
transparent decision-making processes within AD systems. By integrating LLMs, autonomous
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vehicles can explain their actions in human-readable terms, providing insights into the reason-
ing behind specific maneuvers or decisions. This can significantly enhance trust and reliability
in AD technologies, making their operations more transparent and easier to scrutinize.

Lastly, transfer learning from simulation to reality remains a crucial task. While simula-
tion provides a controlled environment for training and testing AD systems, the transition to
real-world scenarios poses significant challenges due to the discrepancies between simulated
and real environments. Future research should focus on developing advanced transfer learning
techniques to bridge this gap effectively. This includes refining simulation environments to
better mimic real-world conditions and developing algorithms capable of adapting knowledge
gained in simulations to real-world driving situations seamlessly. This will be instrumental
in ensuring that the advancements achieved in simulated environments can be reliably trans-
lated into practical, real-world applications, thereby accelerating the deployment of robust
and safe autonomous vehicles.

Overall, the future of end-to-end AD research is filled with opportunities to improve
system robustness, adaptability, and efficiency, ultimately leading to safer and more reliable
autonomous vehicles.
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